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Preface

This study is another link in a growing chain of
research conducted at the Air Force Institute of Technology,
to design a tracking algorithm for use with the Air Force
Weapons Laboratory’s high energy laser weapon system. As
such, my effort extends the work done by Capt. P. Loving
with the multiple model adaptive Kalman filter/enhanced
correlator tracking algorithm. This study investigates the
tracker’s characteristics in order to evaluate better the
tracker’s performance in various tracking scenarios.

A great deal of credit belongs to my predecessors
without whom an investigation of this complexity could not
have been accomplished. I would like to express my deepest
thanks to Dr. Peter Maybeck, my thesis advisor. His
guidance, motivation, and above all patience, was invaluable

to the completion of this study. I would also like to thank

Capt. Steve Rogers for his help in the Fourier domain.

I would like to express a special thanks to ay family,
who Kept telling me "you can do it". Most especlally, I
want to express my love to my wife for supporting me L71
throughout the entire ordeal, and providing the secretarial
skills necessary to complete this effort. Finally I would é
be truly remiss if I did not thank Daisy for all the times -~ 4

she patiently waited for me while I studied, before we could

play.
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Previous studies at the Alr Force Institute of

e
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Technology have led to the development of a multiple model

R’ "r "I LA™
y ‘u»

"
adaptive filter (MMAF) tracking algorithm which provides Ed&
significant improvements in tracker performance against Z?
highly-dynamic airborne targets, over the currently used E;
correlation trackers. A forward looking infra~-red (FLIR) ;ﬁ
sensor is used to provide a target shape function to the e
tracking algorithm in the form of an 8 x 8 array of
intensities projected onto a field of view (FOV). This ;'5
target image measurement is correlated with an estimate of 7Tf
the target image, a template, to produce linear offset
pseudo-measurements from the center of the FOV, which are :
provided as measurements to a bank of linear Kalman filters, t f
in the multiple model adaptive filtering (MMAF) structure. Eig
The output of the MMAF provides the state estimates used in tii
polnting the FLIR sensor, and generating the new target [rf
image estimate. This study investigates the characteristics '
of this algorithm in order to evaluate 1ts performance iie
agalnst various target scenarios. -
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I. INTRODUCTION

Since the conception of lasers in the late 1950’s, the
idea of laser weapons has been generally considered science
fiction by the public at large. With the recent advances in
laser technology, the laser has been highly successful in
many military applications as well as medical and
industrial. The ability to transmit energy almost
Instantaneously onto a target makes it an attractlive
potential weapon systenm.

With the inception of the Strategic Defense Initlative
(SDI), the laser has been identified as a potential weapon
system warranting further investigation. With current laser
inefficlenclies, limited energy {s avallable in the bean.
This requires tight speciflcations for laser pointing and
tracking systems, in order to deposit sufficient energy on a
point to achieve damage to the target. This requirement has
notivated research into innovative methods of accurately

tracking highly maneuvering targets, at high velocities.

1.1 BACKGROUND

The Alr Force Weapons Laboratory at Kirtland AFB, New
Mexico, {s currently developing high energy laser weapons to
be used against airborne targets and other vehicles. Target

measurements are obtalned by means of a forward looking

-ie=

.....................................................
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infra-red sensor (FLIR). These measurements are used to
track the target passively, thereby preventing the target
from detecting that 1t is belng tracked.

The target measurement provides information about
target motion. However, these measurements are corrupted by
several sources. These include: atmospheric jltter, sensor
measurement errors, background clutter, and mirror
vibration in the laser pointing.

Currently, pointing and tracking tasks are accomplished
by means of a correlation algorithm. This algorithnm
compares FLIR measurement data from the previous sample
time to the current data. Cross correlation of the data
establ ishes relative position offsets. The offsets are
assumed to be due to the target motion and the FLIR is
pointed to center the target In its field of view (FOV).

Although the correlation tracker performs reasonably
well against a wide variety of targets, it has several
inherent limitations. The algorithm has no provisions to
distinguish between actual target motion and apparent target
motion due to signal corruption. Additionally, changing
target shapes due to changing of the FLIR/Target orientation
can be interpreted as target motion. Another limitation of
correlation trackers is time lag due to a finite time
requirement for cross correlation and pointing. The
algorithm provides no estimation of future positions. These

limitations motivate investigation of alternate tracker
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algorithnms.

Since 1978, the Air Force Institute of Technology has
supported a number of papers and Master’s theses
demonstrating the feasibllity and performance benefits of
tracking algorithms based on Kalman filtering techniques.
Kalman filter characteristics directly address the
correlator limitations previously discussed. Using the
statistical characteristics of atmospheric jltter and
measurement errors, and a model of the anticipated target
dynamics, the fllter estimates the target position at the
next sample time, from the previous history of measurements.
This estimate accounts for apparent target motion due to
atmospherics as previously discussed, in essence filtering

. the n'lse corrupted measurement. The prediction allows the
‘.' FLIR to anticlipate target motion, thus reducing trackling
error due to time delays or pointing system dynamical lags.
The initial feasibility study by Mercier (9,12]
demonstrated performance benefits of an extended Kalman
filter algorithm against long range targets. The long range
point source was assumed to be well modeled as a bivariate
Gaussian distribution. The 4-state fllter used a flrst order
zero-mean Gauss-Markov position model to portray benign
target dynamics as seen in the FLIR image plane. The
fllter measurement noise due to internal FLIR errors and

background clutter was modeled as uncorrelated in time and

space. This algorithm increased tracking performance an
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order of magnitude over the correlation algorithm, in benign
scenarlos.

Work by Harnly and Jensen (2,7,8] incorporated
estimates of target velocitlies and accelerations to enable
tracking of more maneuverable targets. Target image equal-
intensity profliles were modeled as being elliptical rather
than circular as in Mercler’s research, and adaptive
estimation of the target shape was Incorporated.

Research by Singletery [15] and Rogers [(10,14]
implemented algorithms which had no prior knowledge of, or
assumptlions about target shape. The filter was tested
against multiple hot-spot targets with dynamic vartiations.

Rogers also developed an alternative filter algoritha
which used an enhanced correlator to obtain offsets from the
FLIR measurements relative to a template. The template was
composed by averaging centered target images from previous
measurments to estimate the target shape. The centering
process was accompllished via filter estimates of the target
locatlion within the FLIR field-of-view. These offsets were
then used as measurements to a linear Kalman filter. The
reduced computational loading and comparable performance of
the linear filter/correlator (10,14] make it preferable over
the extended Kalman filter for many scenarios.

Follow=-on research by Millner (13] and Kozemchak (3],
tested both the extended Kalman filter and the linear

filter/correlator algorithm against close range, highly
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naneuvering targets. Both fllters were slow to respond to
harsh maneuvers significantly different from the filter’s
target dynamics model, ylelding difficulty in maintaining
lock on targets performing maneuvers in excess of 5 g’s.
In order to improve upon this limitation, Flynn (1]
initially investigated a multiple model adaptive filter
(MMAF). The MMAF was later successfully implemented by

Suizu [16). The filter contajined a bank of 2 filters, one

tuned for highly maneuvering targets, the other for benign o
targets, to change the targets dynamics model adaptively.

The filter based on a highly maneuvering model Included a ? i
larger FOV, to aid the fllter in malintaining lock of highly g

maneuvering targets. Using probabilistic weighting, the ;ff

filter adaptively changed target dynamics model and FOV 0

slze, Increasing the fllter performance to allow trackling of
targets pulling 20 g’s at 20 km. Both the extended Kalman

filter and the linear filter/correlator were tested as

e .
'. " - k)
L ll . -' . -
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the form of “"elemental” filter within the MMAF bank, with

e
S

similar results.

i
.
‘alat g g

Follow-on research by Loving (4] added an additional

filter to the MMAF bank, based on intermediate levels of

1

target dynamics to aid in the tracking of highly maneuvering

targets. Additionally, a Maximum a Posterliori (MAP)

, oo
Py U D L )

algorithm was developed as well as the Bayesian approach -
previously used. The MAP algorithm utilized the same MMAF

bank as the Bayeslan filter, however, it produced an :jf
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estimate from the one elemental filter with the highest
; probability of validity, rather than forming a
. probabilistically weighted average of all elemental filter
estimates. The addition of the third elemental filter in
I the MMAF Bank showed significant improvement in tracking
performance. Both the Bayesian and MAP estimation
techniques supported accurate tracking of highly dynamic
‘ alrborne targets, with little significant performance

variations realized between the two.

1.2 PROBLEM

e

This effort concentrates on expanding the results
'. ‘. obtained by Loving (4], using the linear filter/correlator
algorithm developed by Rogers [10,14). The potential for
decreased computational loading compared to the extended
i Kalman filter, while maintaining comparable accuracy, makes
this filter algorithm more attractive for further
development.

Several slignificant biases and apparently dlvergent
trends in filter error were observed in previous work.
Investigation of these results to identify modeling errors
or fllter inadequacles are performed, in order to Improve
filter performance.

In all previous work, the repositioning of the FLIR

sensor was assumed to be accompllished perfectly in less than
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one sample period. In this work, effects of more reallstic
feedback controllers will be investigated. This will be
accomplished by Incorporating time lags, modeling inertial
and servo effects, in the pointing of the FLIR sensor.

A sensitivity analysis is conducted. A major aim of
the studies is to determine tracker characteristics in order
to provide insights into enhancing filter performance. In
addition, performance capabilities not previously
investigated are studied to establish fundamental limits of
performance, and to address the issue of being able to meet
strict performance specifications. Robustness studies
(filter not Knowledgeable of parameter variations), is
another objective of the analysis. Parameters to be studied
will include: signal to noise ratio, range to target, and
pixel size sensitivity.

An investigation of tracking performance for various
target shapes wlll be conducted. The objective is to
identify tracker characteristics, and performance, with
respect to various image functions. This will provide
insights into image configurations that provide the least
and most difficulty to the tracker, as well as to discern

possible means of defeating the tracker.

1.2.1 THE CORRELATOR/LINEAR KALMAN FILTER TRACKER. The

e e e e

correlator/linear Kalman filter developed by Rogers [10,14)

uses pseudo-measurements obtained by processing FLIR data
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with an enhanced correlator to update the state estimate.
The state estimate is then propagated forward in time based
on the fllter’s estimate of the target dynamics. This
estimate of the future target position is then used to
accomplish the polnting and control task for the FLIR/laser.
Figure t-1 shows the algorithm structure for a single
filter, which could represent one of the elemantal filters
in the MMAF bank, described in the next chapter.

The tracking algorithm uses an 8 x 8 array of target
intensities obtalned by the FLIR measurement, to establish a
64 element shape function from the target intensity profile.
This shape function is correlated against a template made up
of previous shape functions that have been centered on the
FLIR Image plane. The x and y offsets which are obtained by
correlating the shape function and the template are input to
the Kalman filter as linear pseudo~measurements. The
measurements are used along with the filter’s target
dynamics model to estimate the state at the next sample
period g(ti+1'). It is then desired to center the FLIR field
of view (FOV) at this point in preparation for the next
measurement.

The template generation portion of the algorithm begins
with the raw data obtalned from the FLIR sensor. Thils data
is Fourier transformed to allow for the comparative ease of
performing the necessary computations iIn the frequency

domaln, and to allow for optical processing eventually.
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Linear Kalman Filter/Enhanced

Correlator Algorithm

Figure 1-1.
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The 8 x 8 pizxel array is expanded to a 24 x 24 pixel array.

This array contains the original 8 x 8 array centered with
additional FLIR data (r=ther than zeros, as is often used)
padded along the outer frame. The 24 x 24 pixel data array
reduces the effects of edges, aliasing, and leakage
conditions encountered in transforming a finite sequence via
FFT techniques. The data is then shifted to align the
filter’s estimate of the target centroid with the center of
the current FOV. The centered data Is then temporally
averaged with the previous frames of transformed and
centered dataj; this is accomplished by means of exponential
smoothling rather than finite memory averaging so as not to
require storage and processins of many frames of data.
Inverse fast Fourier transforming (IFFT) this generates an
estimate of the shape function, the template, in the spatial
domain. Actual filter implementaion maintains the template
in the Fourlier domaln for correlation (IFFT) with the
current Fourier transformed FLIR intensity shape function.
The correlation of the template (Q[%(ti‘),ti]
shown In figure 1-1) and the current intensity function
provides the measurements for the linear Kalman filter to
use for updating the state estimates, as dlscussed in
Chapter 4. The fllter states include the target position
estimates (as seen in the FLIR image plane) due to true
target dynamics as well as position error, due to

atmospheric distortion of IR phase fronts. The FLIR
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pointing controller positions the center of the FOV at the
propagated filter estimate of the true vehicle position one
sample period into the future. On the other hand, the
position estimate of the data on the FLIR image plane is
determined by including the error effects due to atmospheric
turbulence. Thus, if there were only a single filter, the
expected location of the intensity profile relative to the
center of the FOV is the position offset predicted by the
atmospheric turbulence states estimates. The modlficatlions
required to replace a single filter with the multiple model
adaptive filtering algorithm are discussed in Chapter 4. The
filter measurements are obtained by correlation of the FLIR
data with the template, and the Kalman fllter update s then
‘; incorporated into the state estimate establishing §<ti+).
* This estimate is used then to center the FLIR intensity

profile to be included in the template for the next sample.

1.2.2 EXTENDED KALMAN FILTER TRACKER. The extended Kalman :
filter algorithm was the first tracker in the investigation : -
of Kalman fllter trackers. It utilizes the average . :
intensity over each of the 64 pixels in the 8 x 8 FLIR array ?’ﬁ
as a filter measurement. Due to the filter measurement -]

arrangement, the intensity function g[i(ti').til is

required, establishing the need for the extended Kalman =

filter to incorporate the nonlinear measurement update. The ia
e

data processing algorithm 1s presented in Flgure 1-2. o)
© 9
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Except for the need to calculate the llnear and nonlinear
intensity functions H(t;) and h[{Z(t{™),t;] the algorithm is
very similar to the previous one. Due to the attractive
characteristics of the linear Kalman filter/correlator, the
extended Kalman filter is not developed in this effort.

Filter development can be found in (2,7,8,10,14,16].
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Extended Kalman Filter Algorithm

Figure 1-2.
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II. MULTIPLE MODEL ADAPTIVE FILTERING

e et e i

To achieve a high level of performance in a single
Kalman filter tracker, it would be necessary to match the
uncertain parameters of the dynamics model to the dynamics
of the target. Since the range of parameters which provides
optimal performance is contlnuous, It 1s necessary to
discretize the parameter space to keep the algorithm
tractable. For a target which displays n significantly
different discrete sets of characteristic dynamics, no one
vector of parameters, a, |ls adequate. It |s then desirable
to match the kth possible parameter vector value 2k, to the
kth target dynamic characteristic, to achieve maximum
performance. The multiple model adaptive filter (MMAF)
consists of a bank of n Independent Kalman filters processed
in parallel. Each fllter is "tuned"” for a discrete
characteristic target dynamics by the appropriate ay. At
each sample time, the residuals of all fllters are used to
calculate conditional probabllities identifying which filter
has the hlghest probablility of the best performance: the
probability that a assumes the value of ayx, conditioned on
the observed measurement history. This conditional
probability is called the hypothesis conditional probablility

Pk(tj). The MMAF structure is presented In Figure 2-1.

-]4-
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Figure 2-1. Multiple Yodel Filtering Algorithm
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This chapter heuristically presents the MMAF techniques iiﬂ

g~

implemented In this study. Rigorous mathematical ?ﬁ:

T

developments are presented In references [4,6,16]). :3?

2.1 BAYESIAN MULTIPLE MODEL ADAPTIVE FILTERING

The Bayesian MMAF estimation consists of probabilistic

welghting of all n filters using the hypothesis conditional

probablility px(ty)>. This probability is determined

recursively at each sample period, for each of the n

filters. The recursion Is developed in (4,6,10,14,16), for W
=

the kth filter as: -
| fzct dla,2Ct, HCZ1lak,Z1-1) * Prl(ti-y) (2-1) R
‘.. prty) = n i = = i-1 ~
. fzcedta,zer, 0(Z2i135.21-1) ° pylti-y) O

where "
r Y

L

exp{-} e

fz¢t >1a,2¢t, I€Z2ii3ks2Zj-1) = (2-2) BN
=TT IErE A (2o 2 ced11/2 ]
o
{+) = =172 e TCE PP PRt (2-3) A
A = Hi(tOP (i DOH T ) + Retyd (2-4> '
a" n A <
x(ti*) = ¢ x(ti? - pk(ti? (2-5) |
k=1 =
and ;
Ak = the parameter value assumed in the kth filter 2
re(ty) = the kth filter restdual, (z(t;) = HgCty)Ek(t;™)! i
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As can be seen from Equation (2-1), py(t;) is the ratio

of two products. The numerator is the kth filter’s product

TR

-~

of its previous hypothesis probability and the conditlional Q?
probability density of the current measurement given the kth E?
by

filter’s assumed parameter value and the previous
measurement history. The denominator (s the sum of the same
products for all n filters. When the kth filter is the best
match for the current target dynamics, that filter will Lh;
produce the smallest squared residual relative to the
filter-computed residual covariance of the n filters, i.e.
the smallest quadratic in Equation (2-3). The smaller ;C
residuals will cause Equation (2-3) to become a smaller
negative quantity, causing Equation (2-2) to be larger for ffi

the kD filter than for the other n-1 filters. The ratio

then formed by Equation (2-1) will be the largest for the 158
kth filter, causing its probability to converge to the ig;
largest value, :izi
As can be seen in Figure 2-1, each of the n filters Eﬁj
processes its own estimates and residuals in parallel. The ?
recursion is then run at each sample time and a pix(t;) for §3¥
each filter assigned. Equation (2-5) is used to determine 7?&
the MMAF weighted state estimate. \}i
As previously stated, the n filters are each based on a }?g
model representing a discrete dynamic uncertainty %3?
significantly different from the other models. It is E;ﬁ
assumed that the fllter which represents the closest to the %i%
r

-17- L
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truve target dynamics will produce significantly smaller
residuals relative to the filter-computed covariance than
the mismatched filters. By this mechanism, Equation (2-1)
will produce the heaviest weightings for the best filter.
In order for a significant difference in residuals to be

realized, each filter must be specifically tuned for best

performance against a discrete target trajectory that
matches its internal dynamics model. The common practice of ;{
adding pseudo-noise to compensate for linear model
inadequacies in single Kalman filter applications should be
avoided, since it tends to blur the distinctions between the a
estimates (and residuals) based on different models.

In addition, the calculated probabilities should have
artificial lower bounds enforced (6]. This is to prevent

the mismatched fllter’s py(t;) values from converging to

. o
N

zero. Once a filter py Is allowed to reach zero, it will ik
remain zero for all time; likewise reaching very small

values results in great difficulty lIncreasing that py via
Equation (2-1), This effectively removes that filter fronm %if
the bank. The loss of a filter could significantly affect
the MMAF future performance in the event that the target’s
future dynamics would best match that filter’s dynamics

model. A lower bound of .001 was established by Loving (4]
for this application and will be continued in this effort. 'jT
It is noted that a larger py lower bound allows for the

faster transition to a filter with residuals that indicate

LF
Ca,
F}

L
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that a heavier py is appropriate. However, this faster

transition is at the expence of an inappropriatley higher

weight on “incorrect” filters in steady state, reducing MMAF

performance.

2.2 MAXIMUM A POSTERIORI ADAPTIVE FILTERING
The maximum a posteriori (MAP) multiple model state
estimator was Implemented by Loving [41. The MAP filter
consists of a bank of independent Kalman filters as in the
'] Bayesian filter. The residuals from all fllters running in
parallel are used to calculate py(t;) as shown in Section
2.1. However, unlike the Bayesian MMAF state estimate of
.. Equation (2-5), the MAP adaptive estimate is taken from the
i one elemental filter with the highest py(ty). This best
filter is used on a sample by sample basis until another
filter is id>ntified as having the highest py(ti)>. This is

as opposed to the Bayeslan MMAF, which is the optimally

we ighted average of all elemental filters, l.e. the

B conditional mean rather than the conditional mode. The MAP ;:%
filter was investigated with expectations of faster response ifT
to a changing target dynamics. Since no influence from :
mismatched filters are Included in the MAP estimate, R
(provided that the py(t;) computation selects the “"right* i;ﬁ

filter), higher performance against "design point" iﬁ?

trajectorles was expected. On the negative side, the MAP

-19=
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was expected to realize reduced performance against target
trajectories between design points since it does not blend
elemental filter results togather. Since computational
loading limits the number of discrete dynamics
uncertalnties, no one fllter in the bank may be a good match
to the true target behavior, and coarse discretization would
be expected to degrade performance of the MAP filter more
than the Bayesian form of the filter. Results obtained by
Loving (4] showed that no significant performance advantage

was achieved by either approach.

2.3 IMPLEMENTATION OF THE MULTIPLE MODEL ALGORITHM

The MMAF for this effort consists of a bank of three
elemental filters. By varying the filter’s dynamics
correlation time, rpp, and the dynamics driving noise
strength, QpfF,» used to model the target acceleration, the
elemental fllters are independently tuned for three tracking
scenarios. TpfF and @Qpf are defined precisely in Chapter 4.

The first filter is tuned for a benign target

trajectory with the “small” FOV. Each of the 8 x 8 pixels

in the FOV is 20 by 20 micro-radians. The second filter is
tuned for a hlighly manuevering target, pulling + 20 g’s. The j"*
assumed trajectories for tuning are deflned in detail In -1
Chapter 3. The second filter uses the "larger® FOV in which

each pixel In the 8 x 8 array Is 60 micro-radians on each

-20-
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side. The large field of view allows the tracker to L
L

maintain lock while tracking high g-maneuvering, where the
larger errors would have caused the target image to be off
the small FOV. The third filter is tuned for a 10
g-maneuvering target. It uses the small fleld of view as
with the first elemental filter, since experience shows that
tracking errors for this scenerio are small enough to
maintain the image on the small FOV. The filter algorithm

and tuning is further discussed in Chapter 4.

2.4 SUMMARY

This chapter has presented a heuristic discussion of

multiple model adaptive filtering (MMAF). The purpose of

this discussion is to present the motivatlion for MMAF in

this application, as well as the recursion used in the

filter implementation.
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I1I. TRUTH MODEL

3.1 INTRODUCTION

The truth model is the simulation of the "real world".
It provides the standard against which the filter’s
performance can be evaluated. For this reason it must model
the actual processes of lnterest as closely as possible.
The processes of Interest In thls study are atmospheric
jitter, target dynamics, target shape effects, and
background and internal FLIR noises. These processes are
important as they affect the filter’s perception of target
motion. Sensor vibrational effects can be important as
additional nolse in the FLIR measurement model. This effect
however is not conslidered in this study, since a ground
based tracker s assumed.

The FLIR sensor measurement provides average {ntensity
values seen in individual picture elements (pixels),
indicating apparent target position at a given time. The
term apparent is used here to denote the corrupting effects
of the atmospheric dlstortion. As the radiation from the
target passes through the atmosphere, it’s phase front is
distorted, providing a translational shift in the apparent
target centrold seen in the FLIR image plane. For a target
whose centroid position has changed the amount xzp, due to

dynamics, the apparent motion of the centroid as seen by the

-22=
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- - FLIR sensor is
%c = %p + xp . (3=1)

. where

xc = x-coordinate of target centroid observed by FLIR

sensor;
h ™

Ia

x-coordinate of the change in position due to
target dynamics;

x-coordinate of the apparent change in centroid due

to atmospherics;

and similarly for y. This apparent target position is

measured in units of pixels on the FLIR image plane.

The truth model propagates the dynamics and atmospherics

. Ve states to define the true target states as well as true
apparent position. This chapter discusses the measurement
and target models which make up the truth model for the

ii simulation. This discussion includes: the target state space

' model, the various coordinate frames, multiple hotspot

target intensity functions, inertial target trajectories,

b and noise effects.
R 3.2 TRUTH STATE MODEL

The target motion in the truth model is described by the

"3 linear stochastic differential equation (51]:

L

.'.-,ﬂ—.‘. (BRI ]
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x(t) = F g(t) + B u(t) + G w(t) (3-2)

where x(t) is the state vector made up of target position e
and atmospheric states. The B u(t) term is a deterministic
input which consists of velocity components to direct the

target along the specified trajectory. The G w(t) term

MR EMMMASAERS < WA aiet 8 BARMIE

contains the white noise uncertainty, which is applied to
the atmospheric state egquations. T
The solution to the governing Equation (3-2), for a

sample data system is:

2(tj,1) = B(tj,q,t5) (Lt ;) + Bg uglti) + Gg wgtty) (3-3)

where the subscript d denotes the discrete time

representation of the appropriate term [5] and B(t;,{,t{) .
is the state transition matrix associated with F in Equation 1&;;
(3~2). The discrete model of the lnput, ug(ti), in Equation

(3-3) is held constant over a sample peroid. Additional EH
equivalent discrete versions of terms in Egquation (3-2) are |

defined as:

Tivt

o
Q
"

B(tj41,7) B(r) dr

t
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and wg has covariance

tist
Qg(ti) = FCtis1,m G Am G(oT Bt ., ™ ar
ty
where Q(t) is the strength of w(t).
The state vector is made up of two positions, xT and yrp
and six atmospheric states, in the FLIR plane. Consider a
spherical reference frame with the FLIR sensor at the
origin. At any time the FLIR FOV is assumed to be a plane
tangent to a sphere with radius equal to the sensor range to
the target. This o - f plane is perpendicular to the line
of sight for all time. Assuming the target, if.e. ¢ =~ @8
plane, is far away from the FLIR sensor, the FLIR azimuth
angle, «, and elevation angle, 8, can be considered the
linear translational coordinates x and y of the target
centrold in the FLIR (x - @) plane. This conventlon allows
for truth model states independent of FLIR pointing.
The deterministic portion of the dynamics consists of
the velocities Iinput In the B u(t) term. The velocities are
input relative to the FLIR plane and are of the form for the

sampled data systen

Bqu(ty) = I At faCty) ACtIT (3-4)

The deterministic portion of the state propagation is then:

=28~ ’
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XCtjeq) 1 0 x(tp) «
+ | . at (3-5)
yCtisg? o 1 y(ti) s

This particular form of generating deterministic truth model

target trajectories was choosen to be consistant with
standard state space modeling, and to allow the option of
additional driving nolse to produce stochastic process truth ]
mnodel trajectories instead of purely deterministic ones. }jﬁ
The atmospherics developed by Mercler (9,12], are 1

modeled as a third order Gauss Markov process in both the x

e L iame

- and y FLIR directions. 1In the x-direction, the shaping Tij

» filter is:

W , ¥ :
A K X .- 4
1 (s+A)(s+B) -

where ]
- N
ii wa = unit strength white Gaussian noise iji
. -1
- - k = system gain, adjusted for desired L
L atmospheric RMS value Tl
A = break frequency; 14.14 rads/sec

B = break frequency; 659.5 rads/sec e ]

xp = output of shaping filter
The y direction shaping filter is identical. The governing ]
atmospherics stochastic differential equation can be written .
as -]
2aCt) = Fp za(t) + Gp walt) (3-6) ]
where R
b
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L' g
xp(t) = the atmospheric state vector ;ﬁq
Fa = atmospheric system plant matrix ﬁfﬂ
Ga = atmospheric noise input matrix :ﬁ;
“: -.-:
wpl(t) = vector of white Gaussian noise inputs with :
statistics e
E{wa(t)) = 0 s
E(upctO)upTct + ) = @a(t) &8¢ »
the solution of which 1s, for a sample data system:
pCtiyy) = EpCtyyq,ty) xpCty) + Gpq ¥pqety) (3-7> 5
where %if
Ep(tiqygsty) = atmospheric state transition matrix
associated with Fp
= ¢ :
Ne Gad Qaq o
The discrete time white Gaussian noise wpgq(tj), is of the
form
Ef{wag(tid) = 0 E;H

E(wpq(tdupqTty)) = L&,

and ¢/ @aaltp) - S/ @aat) T o= gaglep)

where €/ Qpglti) represents the Cholesky square
root of Qpgq¢ty)> (5]

Here again the d subscript denotes the discrete equivalent

of a continious time vector process (5]).

-27-
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1--,..‘
The total system is then formed by augmenting the target
dynamics states and atmospherics states. The target and f‘;
I"_W
atmospherics augmented state propagation is then of the ;EQ
ot
form: EEE
IS
Bg(tyi> .gj-:\,
X(tjis1) = B(tjpp,t)) 2(t) 4| e ug(tj)
0
0 R
+ waa(ty)d (3-8)
S/8ad | e
where '
Z(tij) = augmented state vector (two dynamic states
and six atmospheric)
E(tj,q1,t1) = augmented 8x8 state transition matrix A

The state transition matrix as developed by Harnly & Jensen
{2,7,8] is

1
~d
Li

1 0 0 0 0 0 o) 0 .
0 1 0 0 0 0 0 0 NN
0 0 e-AAt o 0 0 ) ] e
BCtyypq,ty) =[O0 0 o e~BAtate-BAt o 0 0 RN
0 0 0 0 e~Bat 0 0 0
] ) 0 0 0 e"Aat o 0 )
0 0 0 o 0 0 e~BAt Ate-but
K 0 0 0 0 0 0  e"BAt T
3.3 SIMULATION SPACE MODEL o
_—
Realistic target trajectories are first simulated in

three dimensional inertial space. The trajectories are

then projected into the FLIR image plane. In order to
describe the three dimensional motion in the inertial plane -
relative to the FLIR plane, a system of coordinate frames k
and transformations must be defined. -

-28-
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3.3.1 COORDINATE FRAMES

Target Frame - The origin is the target’s center of
mass. The ey axis lies along the velocity vector.
Perpendicular to the first, the second axis, epv points out
the right side of the target. The €ppv axis completes the
right handed coordinate frame pointing out the underside of
the fuselage. (v: along velocity vector, pv: perpendicular
to velocity vector, ppv: perpendicular to both)

Inertial Frame - The origin is the position of the FLIR
sensor. The ey basis vector is the zero azimuth line in
the plane tangent to the earth’s surface. The orientation
of the ey vector in space is arbitrary; it is assumed to
point toward the local North for simulation purposes.
Perpendicular to ey, the e, vector is the 90 degree azimuth
line. The ey basls vector is in the inertial "up® direction,
opposite to the gravitational field for a flat Earth
approximation. The elevation angle, &, Is measured up from
the x1~-z1 plane.

a-fi-r Frame ~ The origin is also the center of mass of
the target. The e, basis vector is coincident with the true
line of sight from the sensor to the target. The « - @
plane is defined by the unit vectors ey, eg, which are
rotated from the inertial frame e, and e, axis by the amount

of the azimuth angle, «, and elevation angle @.
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a-A(FLIR) Plane - As was stated previously, the target o
position is propagated by Equation (3-7) in the «-# plane. -
This plane is the FLIR image plane in which the sensor makes ;'
its measurements. By assuming small azimuth and elevation
angles, « and 8 can be considered the linear translational
coordinates x and y. The gy coordinate basis vector is :iﬁ
down, with the ey vector to the right, as seen from looking
through the FLIR plane to see the target image. This choice
of coordinates allows for a right handed system with the
distance to target from the FLIR plane measured positive
away from the sensor. The x and y coordinates are measured
relative to the center of the FLIR plane.

Absolute a-fi-r frame - This frame is similar to the

a~A-r with the exception that the absolute frame is fixed in

inertial space at the initial «-8-r coordinates of the

target. This coordinate system uses the true angular arc of
the pixels to define target and sensor FOV positions. Thls ;ti
frame is used in the simulation to allow for the generation

of the target and sensor variables by the truth model.

3.3.2 VELOCITY PROJECTION ONTO THE FLIR PLANE. The true

target trajectory is defined in inertial space. The
deterministic azimuth velocity, a«(t), and elevation velocity
é(ti) are derived from the inertial target velocities. As
presented in Loving [4], the inertial velocities are

projected Into the FLIR image plane based on the geometry in

~30~
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Figure 3-1 where:
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{
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_______ <
~
2 -
Figure 3-1 Target/Inertial Frame Geometry S
X1, Y1, 21 = inertial axes .
r = range from tracker origin to target
rp = horizontal range S
h g ‘”ﬂ
v1 = target inertial veloclity L
a« = azimuth angular displacement o
f = elevation angular displacement E‘

The geometry associated with azimuth direction is

shown In Figure 3-2:
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Figure 3-2. Azimuth Geometry
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From Figure 3-2,

zp(t) (rads) (3-9)
al(t) = tan~™ e ——
xp(t)
and so
) xp(tdzy - zp(edxgpCt) (rads/sec) (3-10)
x(t) =

z12Ct) + xp2(t)

The azimuth velocity from Equation (3-10) is in rads/sec,
which must be converted to pixels/sec by dividing by 20 x
1076 rads/pixzel (2,7,8].

Similarly, Figure 3-3 illustrates the geometry involved in

computing the elevation velocity.

Figure 3-3. Elevation Geometry I

where

"

-L r(t) range = [xlz(t) + ylz(t) + zxz(t)l“2 e
L -

rn(t) = horizontal range = [x72Ct) + zp2(t>11/2
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. yr(tl (rads) (3-11)
A(t) = tan~

rp(t)

Differentiating Equation (3-11) ylelds:

) rR(tdyp(t) = yr(td)rp(t) (rads/sec) (3-12)
Act) =

r2(t)

where, from the previous rp(t) expression it can be seen
that

. xp(EdxpCt) + zp(edzp(e)
rp(t) = (3-13)
rp(t)

Once again, the velocity must be converted to pixels/sec.
Equations (3-10) and (3-12) provide the desired
deterministic inputs in the FLIR plane. These velocities
are Iincluded in Egquation (3-8) to generate desired true

target motion.

3.4 MEASUREMENT MODEL

The FLIR sensor measures the target intensity functlion
projected onto the FLIR image plane. The target intensity
function is made up of infra-red radiation from the target
and is corrupted by background and sensor noises. At close
ranges targets can be well modeled as the sum of bivariate
Gaussian functions with elliptical contours (2,7,8). Figure

3~-4 shows the Intensity function for a three hot spot target

=33=-
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on the FLIR image plane.
: CENTROID OF
a APPARENT TARGET
' EQUAL.INTENSITY  |NTENSITY PROFILE

CONTQURS =\

\ ]

)

Yoeax't)

4 '

|, |

ZB-BY-G ARRAY OF PIXELS

Figure 3-4. Apparent Target Intensity Pattern on FLIR
Image Plane

.i The target used in this effort is composed of three

identically distributed hotspots, each of which is described

by the following intensity function

I(x,Y,Xpeak¢t)»Ypeak(t?} = Inay exp{-.50(x-Xpeak?(¥-Ypeak’!
[(Paa)~!'l(x-Xpeak? (¥-Ypeak’ 1T} (3-14)

Lot e e
) GNP W )

where
Inax = maximum intensity of hotspot

Xpeak:Ypeak = coordinates of the peak intensity of
the hotspot =

‘ S L
PSRRI TSP WS W U M S
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Pag = matrix whose eigenvalues are ¢,2 and ¥, v2 which are
the dispersions of the elliiptical consgant intensity
contours in the target frame, and whose ejigenvectors
define the orientatlion of the principle axes.

The x- and y- coordinates in this function are
I calculated in pixels relative to the center of the FOV,
The locatlion of the hotspots on the target frame are

constant. For this simulation the multiple hotspots are

/5,
(@ o O)—-,

Mass Centroid
i \e . E

Figure 3-5. Hot Spot Distribution

R arranged as in Figure 3-5.

i The hotspot coordinates are:
hotspot ey epv 1
1 {.meter 0
2 o. .5 meters .
) 3 0. -.5 meters o

It Is assumed that the velocity vector points out the S

o

nose of the target for all time. Additionally It Is assumed

L -
that the semi-major axls of each intensity function is “.j
- ..'1
aligned with the velocity vector. This implies that the ;-i
target’s angle of attack and sideslip angle are negligible f:ﬁ
s R
=
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i
.gg} for all time. Although this is not realistic, it simplifies
ﬁ - the simulation of the target dynamics, without degradation
; of the performance analysis.
i The intensity measurement seen by each pixel in the 8 x
i 8 array is the sum of each hotspot’s contribution, and the
contribution from noise, both background and FLIR. The
measurement value for pixzxel kl Ci.e. the kth row and 1th
E column) is:
M
; zk1(ty) = L {1/8p -gIm[x,y,xpeak.(t1),ypeak.(ti)]dxdy} +
1 mo pixel Kl
+ vt (3-15)

where

number of hotspots

- -
4
@
x
"

3 Inlx] = intensity function of the m'P hotspot of M total
. hotspots
- zk1(ti) = output of the k1P pixel (kth row, 1th column) at
. time t;; the average intensity at that pixel

as sensed by a detector in the FLIR image

plane.

Ap = area of one pixel

» (x,y) = coordinates of any point within the ki1th pixel

(xpeakm:Ypeakm? = location of the peak of the mth
intensity function at tj

1 vk1€(ti) = additive FLIR and background noises for
the ki1th pixel
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3.5 TARGET_IMAGE_PROJECTION_ONTQ_THE_FLIR_IMAGE_PLANE

During the simulation, the true target position is
propagated in three dimensional space. This target position
must be projected onto the two dimensional FLIR plane in x
and y coordinates, along with an assocliated 1image on the
FLIR plane. Although the image hotspots do not vary with

respect to the target frame, they do change orientation with

respect to the FLIR plane. In addition, any target motion
orthogonal to the FLIR plane must be translated into a size

change of the target image as the target’s range is changed.

1.’Y-Prﬂ‘r“
R S Y

To accomplish this, a reference image is defined and
variation of this image produced by the following

relationships based on the geometry of Figure 3~-6.

ol
]

LAS0R0R0E -

|
]
@ Tracker

Figure 3=-6
Image Projection Geometry

PRI

The reference Image {s oriented to correspond to the
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largest planform at a specified range. Changes in
sensor/target geometry and range are referenced against this
image to create the corresponding current target image.

The current image is then defined by:

fpv = TpyoPo/P

Ty (Po/pP)(epyo + COS & (Fyg-Tpy)]

ll’pv(l+[(! 1 Los?/¥11[AR-11}

where oyqo, ¥,y = the dispersion of the target along the major
and minor axes of the radiating
ellipsoid, i.e., axes along and
perpendicular to the velocity vector,
respectively, for the reference Iimage

CysTpy = the current dispersions of the target i{image ;
Po = reference range from sensor to the target )
p = current range from sensor to the target S
"
Vi1 = lnertial velocity vector T
vV ] LOS = projection of v; onto the « - @8 plane, iif
the plane perpendicular to the line of Y
sight to the target ;5}
.
s = angle between the inertial velocity o
vector, vi, and the « - 8 plane, as A
shown in Figure 3-6 -
AR = ¢,,/€5y, = maxinum aspect ratio of the o
hot-spot reference image ;_4
f.;
The orientation of the hotspots on the FLIR image plane T
can be obtained from transforming the coordinates from the T
target frame to the « -  plane. From the Figure 3-6 it j
1s seen that 'j
]
JSpE
o

-38-
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cos © = a(t)/ly ) pog!
sin @ = ACt)/ly | Los)
where ¥ 1 Los = [a(t)? + fctr2)1/2

The transformatlion is then accomplished via:

o = {x] [coso -s{n® X
Y ja@ sin® cos®| Y |target frame

= A z (3-16)

The dispersion matrix is transformed using

Pag = A P AT

As seen in Equation (3-14), it is desirable to have E¢3'15

the more convenient transformation to be used is then: Eﬁ:ﬁ
Pag~! = B [p~11aT (3-17) RS

L]

3.6 TARGET TRAJECTORIES ) ﬁ
To evaluate algorithm performance fully, it {s necessary "

to evaluate the tracker agalinst several dlfferent reallstic tfj
target trajectories. This section presents the trajectorles f&f
currently available in the simulation. These trajectories fHS
o

are designed to provide realistic target behavior with j{j
fairly simple models. The basic equations are described in ‘ ;
detail by Millner [13]. ]
F oy

T

o
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Trajectory one - This trajectory is a constant-course,
straight-and-level fly-by. The inertial velocity lies in
the x1 - y; plane and is constant throughout the simulation.
The initial inertial coordinates xj, and z1, can be seen in
Figure 3-7. The value of zy as seen here and Figure 3-8
(for trajectory two) is the parameter varied to determine

range sensitivity in Section 6.5.

b4

I

!

Figure 3-7 Trajectory One

Trajectory two - This trajectory simulates a constant-g
pull-up. The target performs a trajectory one maneuver until
t = 2.0 seconds, allowing the fllter to obtaln good state
estimates before the maneuver is initiated. At time > 2.0
seconds the target performs a constant speed, constant
pitch-rate pull-up parallel to the xy-yr plane. The
maneuver is inltiated by instantaneously applying the full
maneuver pitch rate as a step change input. Although this

creates an artifliclally harsh maneuver, it allows for easy

-40-
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implementation in the simulation. Adaquate tracking
performance against this trajectory should provide good
performance agalnst the more benign "real world”
trajectories. Figure 3-8 presents the general trajectory
two plot. The nominal time for the maneuver to begin s
shown as t=2 seconds into the simulation . The minimum
range cross over point (i.e. where xy=0) is shown. The
nominal time for minimun range crossover in this study is

t=5 seconds.

Figure 3-8 Trajectory Two

Trajectory three - This trajectory contains two maneuver

changes. Trajectory two Is flown until t = 3.5 seconds, at

which time plitch rate |s Instantaneously set to zero. Note

again this is an artificially harsh simulated maneuver.

The

inertial velocity vector of the target Is maintained through

the remainder of the simulation.
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Trajectory four - This trajectory parallel to the same as
trajectory two, except the maneuver takes place parallel to
the xy-z; plane, with the "pull-up® about the y;- axis,
rather than the zy- axis. This maneuver allows for filter
evaluation of target motion out of the FLIR plane. In this
trajectory the target image changes more dramatically than

in the other trajectories.

3.7 SPATIALLY CORRELATED BACKGROUND NOISE

The nolse term vy (t;) in Equation (3-15) is the
spatially correlated background noise. Research conducted
by Harnly and Jensen [2,7,8]1 found this correlation distance
to be about two pixels. This was modeled by maintaining
non-zero correlation coefficients between each pixel and its
two closet neighbors. In the 8 x 8 tracking window (FLIR
plane) the 64 pixel elements make up a 64-element vector,

and thus the spatially correlated noise can be modeled as:

v(ti) =S/ R w’(t))

where v’(ti;) = a 64 - dimensional vector of independent
discrete-time white Gaussian noise processes
with statistics:
E{y*(tyd}) = 0
E{y’(tpy’(tyd) = ;alj

The process y(t;) has covariance:

E(uCtyTceyd) = R 8,

-42=
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:; where R is the 64 x 64 matrix of correlation coefficients. ;;?
The detailed development of the spatially correlated nolse P
o
using non-zero spatial correlation for the nearest neighbor y;q
":ﬂ
pixels is presented in Harnly and Jensen (2,7,8) and gﬁq
Kozemchak [3]. el
3.8 SUMMARY
This chapter presents the truth model representation of -
the real world used in the computer simulation to evaluate T
the tracker’s performance. Truth model state propagation in o
[
inertial space and the transformations required to project E
target motion onto the FLIR image plane are provided. In
addition, the measurement model is developed, lncluding the .
reasurement nolse statlstics. 2f
o
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IV. TRACKING ALGORITHM

4.1 Introduction

The linear Kalman filter/correlator is the basic element
in the MMAF discussed in Chapter 2. This chapter describes
the filter/correlator as it is applied to the MMAF in this f;l
effort. Fllter propagation, measurement update, template
creation and correlation are presented. Additionally, the
FLIR sensor pointing controller development used to model

control system lags is developed in thls chapter.

4.2 State Space Model <
Ve .
The linear Kalman filter uses an eight-dimensional state
space model. The fllter states are target position (xp, :
yp), velocity (vg, vy), acceleration (ay, ay), and jfi?
atmospheric jitter position (xp, yp), in the FLIR image |
plane. The atmospheric model used here is first order, as )
opposed to the third order truth model discussed in Chapter ‘*4
3. The model is reduced in order by neglecting the high
frequency double pole. In additlon, the target acceleration

and atmospherics position jitter are modeled as first order T

oo '
PR .
A PP SR

Gauss-Markov processes.
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The filter structure is identical to that presented in

Loving (4).

? XF = (xp yp vx vy 3ax 3y xp yAlT (4-1)
i The state equations are
p .
i Xp = Vx
P
i‘ YD = Vy
- iy = ag
r'.
vy = a
Y Y (4-2)
éx = (=1/rpplag + wpg
ay = (=1/Tpplay + wpy
iA = (=1/7vppdxp + wpy
;'A = (=1/vpapdyp + vay
where
TpF = correlation time for target acceleration

TAF correlation time for atmospheric jitter

¥Dx» ¥WDy» WAx» Way = 2zero-mean white Gausslan nolse processes
whose strengths depend on tuning
results

Identical, independent models are used to represent the -
states in the x- and y-directions of the FLIR !mage plane. ;§j§
The above relationships can be written as a state vector F"}
-45-
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differential equation in standard form. It is noted that
no deterministic control term, Bgq u(t;), Ils included in
Equation (4-2). The control application will be discused in

Section 4.4.

Ip(t) = Fp zp(t) + Gp wp(t) (4-2)

Fp = The time Invariant system plant matriz

which is:
[ o 0 1 0 0 0 0 0
0 0 0 1 0 (o] 0 (o]
(0] 0 0 0 1 0 0 0
0 0 0 0 0 | 0 0
Fp= 0 0 0 0 -i/rpp O 0 0
0 0 0 0 0 =l/TpF o o)
0 0 0 0 0 0 -l/TaF o
K 0 0 0 0 0 0  -t/Tpf

GF = the time invariant system noise output matrix

[0 o 0 0]
0 0 0 0
0 0 0 0
Gp= 0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
o 0 0 { |

wrp(t) = (wpyg, HDY. wax, WaylT, the nolse vector of ‘Qf
nutually independent zero-mean white
Gaussian nolse processes with:

;'-'/‘,*" g

ottt

[ U S
. e e e g
i Lod

E(wp(t)upTCt + T)} = @p &C1)

’l ¥
Ll 2 b

=46~

.............................




Z’ZDF/TDF 0 0 0
ZFZDF/TDF 0 0
QF = 0 0 ZCZAF/TAF 0
0 0 ) 2¢e2pp/TpF
rzpp = target acceleration variance and mean squared value
e¢2pp = atmospheric jitter position offset variance and

mean squared value

The equivalent discrete time equation of Equation (4-3)

is (51:
XpCti+g) = Bp(tiygnty) XFp(ty) + G/Qpq WFalty) (4-3)
where

Zp(tj) = flilter state vector at time tj

Wrg(ty) = discrete-time zero-mean white Gaussian noise
of covariance = [

The state transition matrix is (16}:

\e 1 o) At 0 J1 ) 0 )
0 1 0 At 0 J1 0 0

0 0 1 0 J2 0 0 0

Bp(tis1stid= |O 0 0 1 0 J2 0 )

0 0 0 0 J3 0 0 0

0 0 ) 0 0 J3 0 0

) 0 0 0 0 o J4 0
0 0 0 ) 0 0 0 J4 |

where
J1 = rpplAat-rpp(l-exp(~At/Tpp))]

J2 = rppll-exp(-At/vpp)]
J3 = exp(-At/Tpf)

J4 = exp(-At/Tpp)

At = ti4g -ty

S
e

L
'.l-.-
o S )
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The growth In uncertalnty due to dynamic driving noise is
described by (13]):

BO0 -~ Sana

-
" Qg 0 Q3 0 Qs 0 ¢] 0

E 0 Qg o Q3 (¢) Qs 0 (o]

- a3 0 Q33 0 Q3s o] 0 0
i @Fq = (O Q3 O Q33 O azs O 0

y d;s 0 Q35 0 ass 0 0 0

r 0 Qs 0 Q35 0 Ass 0 0

g 0 0 0 ) 0 0 Q7 O
E, 0 o 0 0 0 0 0 Q77
F where

Q; = epp2 (27ppat3/3] - [21pp2at2] - (4 vppd At exp(-At/Tpp)]

+ (2 ‘TDF3At] - [TDF“ exp(-2At/vpp)] + TDF4

Q3 = epp2 [vppat2] + (2 vpp2 At exp(-At/Tpp)] + (vpF3]

- 12 rpp3 exp(-At/Tppd] - [2 Tpplat]

+ (rpp3 exp(-2At/rpp)]

Q5 = opp2 [-2 TppAt exp(-At/rpg)] + [vpf?]

- ('rmav2 exp(-2At/ )]

Q33 = CDFZ {2 Tppot) - (3 TDFZI + [4 TDFZ exp(-At/Tpp’]

- lvpF2 exp(-2At/Tpp)]
Q35 = epp? (TpF - [2 TpF exp(~at/vpp)) + [TpF exp(-2At/Tpp))}
Qg5 = epp2 (1 - exp(-24t/Tpp))
Q77 = 'AFZ {1 - exp(-24t/Tpp)}

Using the terms defined above, the state estimate and
covarlance are propagated as follows:
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BCtijs1™) = Bpltiqeg,ty) XC(tyH (4-5)

BCtis1™) = Bpltis1, t PR DERT(E 4y,t5) + Qg (4-6)

where

2(t;*) = the state estimate after update at time tj

Z(tj417) = the state estimate prior to update at time tj,

P(t;H = the conditional covariance matrix after update at
time t

P(tj417) = the conditional covariance matrix prior to

update at time tj,4q

As is noted from Equation (4-5) no control term is incuded in
the state propagation equation. Thls 1s due the mannor in
which the control is applied. The FLIR sensor is pointed at
the filter’s propagated position estimate prior to the
measurment being taken (assuming an ideal controller). The
measurments and filter states are then relative to the

center of the FOV. Control application is discussed in

detail iIn Section 4.4.

4.3 MEASUREMENT MODELL

The linear Kalman filter algorithm uses pseudo-
measurements to allow the linear filter structure. As
discussed in [(4,10,14,16), the need for implementation of
the extended Kalman filter was due to the non-linear
measurements obtained from the FLIR sensor. By providing x
and y offsets from an enhanced correlator to the filter as

pseudo-measurements, a linear Kalman filter structure |s

~49=
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appropriate. The development in this section assumes an

ideal controller as discussed in Section {.2.

4.3.1 FILTER PROCESSING IN THE FOURIER DOMAIN

Many of the operations required to perform the target
image estimation are more easily accomplished in the Fourier
domain. Additionally, Fourier transforms lend themselves
well to optical implementation, reducing the computer
resources required. For these reasons the dlscrete
two~dimensional Fourier transform (DFT) is used on
information in the FLIR image plane. The filter processing
in the Fourier domain is depicted in Figure 1-1. A rigorous
mathematical description of the Fourler transforms as
applied to the filter algorithm is presented in
(4,10,14,161.

4.3.1.1 TARGET IMAGE ESTIMATION (TEMPLATE)

As was discussed in Section 1.2.1, the linear Kalman
filter pseudo-measurements are provided by correlating the
expected target image with that obtained during the current
sensor measurement. To accomplish this, the algorithm
estimates the target image by creating a template composed

of an average of previous target Intensity profiles. To

-50~-
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incorporate the latest intensity profile into this average,
the current image must first be centered on the FLIR image
plane. This is required to overlay the current intensity
function on the template intensity function which is
naintained at the center of the FLIR FOV. This is

accompl ished using the Fourier transform shifting property.
The target intensity function is shifted on the FLIR image

plane, relative to the center of the FOV, by the amount;

Xshift(ti™) = XpCt;hH + FactH (4-7)

and similarly in the y FLIR direction. The values of Xp(t;*)
and %p(t;*) are obtained from the Kalman filter state
estimates. With the current image intensity function
overlayed on the template function, the current image is
incorporated into the template by exponential smoothing. As
previously stated, it is assumed here that measurement
corruption and background noises will vary more rapidly than
target intensity profiles from sample to sample. This
assumption Is exploited by the use of an exponential
smoothing algorithm. Exponential smoothing approximates a
true finite memory average while requiring only storage of

the current template. The equation is

TCE) = a y(t) + C(1-a) FCtj-y) (4-8)
§¢t{) = current “"average" or smoothed value
¥(tij) = current data frame
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§Cti-1) = previous average or smoothed value

o = smoothing constant, 0 ¢ a ¢ 1

The appropriate value of « is dependent on the target
dynamics. A rapidly changing target requires a heavier fﬁi!
welghting of more recent frames, thus a higher value of «.

Based on previous studies by Suizu [(16) and Loving [4]), the

value of « = .1 is used for this effort. =

4.3.1.2 PSEUDO-MEASUREMENTS BY ENHANCED CORRELATION

{ The pseudo-measurements used by the linear Kalman filter ;za
L are linear x and y FLIR-plane offsets of the current target E;

image, relative to the center of the FLIR FOV. These 5??
P .'. offsets are determined by the enhanced correlator. The .1

correlator {s considered enhanced since it compares current i%ﬁ

intensity functions with a template, as opposed to the 5;3
Fi previous measurement intensity function. The template ;f%
: centroid is maintalned at the center of the FLIR’s FOV. The ::
: cross correlation is performed by taking the inverse Fourier i;
?. transform (IFFT) of the relationship of Equation (4-9) -

e

Flg(x,y)] = G(fy,f,) =) transform of FLIR data o
*L FLl(x,y)] = L(fy,fy) => transform of template '%
. (QCX,y) * 1Cx,y)] = GCfy,fy) x L¥X(fy,fy) (4-9) '
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S where

¥
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‘
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P :
A

[g¢z,y) x 1(x,y)] = cross correlation
of the g(x,y} and 1(x,y)

L*(f‘,fy) = complex conjugate of the Fourier transform of
the sequence 1(x,y)

v, v,
r v
.

A
O l"

The correlation between the template and the current target
image produces a measurement which can be written as

Xoffset(tid = [xpglti) + xpt(t;)] = XpmmagC(ti™) + vt
(4-10)

ﬁvﬂ_"r" ‘

where

Xpe(ty) the true x position of the target centroid

2p¢(tj) = the true atmospheric distortion in the x coordinate

vit;) the measurement noise described in Section 4.3.2

2pmmafC(ti~) = is the multiple model adaptive filter
X coordinate position due to dynamics

where the filter states are in absolute FLIR coordinates.
Equation (4-10) assumes an ideal controller/pointer: the
center of the FOV is positioned at Xpmmaf(ti~) after control

is applied. Equation (4-10) can be written as
Roffset(ti) = Xpgl(ty) + xpedty) + v(ty) (4-11)

the absolute coordinate frame discussed in Chapter 3 to the
current center of the FOV. The target image position Is

then measured relative to the center of the FOV, established Z;{
by the current pointing of the sensor, through the action of )

the controller.

L
v e W

e,

-53=

‘,.-‘-"‘ .‘-1'4.A
SRR LA W I W T SR I

..... PRI .

. A I LY W - . P LA Ce Tt et ST e e Tt . t. TR RN .- - . . PR .
L‘._“:;..‘._’n.‘q_'l-x:i_‘x.x”.‘h".-.h‘ixm‘.“\;\.\.A-_'n_'-'.-.';';". SRR L S L. L P S )




Equation (4-11) is in the form of a standard Kalman

filter measurement equation;

2Ct{) = HCE{) x(ty) + y(ty) (4-12)

which is discussed in the next section.

4.3.2 KALMAN FILTER UPDATE EQUATIONS

The linear Kalman filter update equations are of the

standard form as presented in [4,5]. The appropriate

measurement equation is

z(ty) = Hp(ty) x(ty) + vplty) (4-13)
where S
NN
z(tj) = the offset estimate in x- and y-coordinates produced L]
by the correlator, based on the filter-predicted o]
centroid location (i.e., the vector sum of the .
dynamics and atmospherics states) e
xap€ti) + zpc(ty) vp1(ty) :
= + .
yap<¢ti? + yac(tyi) vr2(t{)
-~y

Hp = 1 0 0 0 0 0 1 O -
0O 1 0 0 0 0 o0 1 -
vr(ty{) = nolse produced by the correlation algorithm with i
statistics that were shown empirically to be i 1
(10,13,14): T
E(yp(t{)) = 0 §fj
BN
E(URCtIUpTCt; )} = Rp(t )&, PGS
where :*]
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The standard Kalman filter update equations apply: R

KCty) = PpCt;™)HpT(HFRPF(t;")HFT + Rp1~! (4-14) o
RFCEi*) = RpCti™) + KCt{d{z(t;) - HFRp(t;{~)) (4-15) e
Preti*) = Pp(t{~) = K(t{>HpPp(t{~) (4-16) .

where all the terms have been previously defined.

4.4 FLIR SENSOR POINTING CONTROLLER

AR AR .
PSRRI Ry PR U YRR

i] The pointing controller is tasked to position the FLIR i

iy

sensor on command to the filter’s propogated estimate of the

i target’s position. This task is ideally to be accomplished
'.. in less than one sample period. However, servo lags ~ -
inherent in mechanisms with significant inertia will cause

less than ideal pointing performance. If the filter is not

, - ,,,,v
s .‘.': N

-
aware of this imperfect pointing at the time of a u_%
o
measurement update, the filter may interpret the offset due j
to non-ideal pointing as target motion and provide

inaccurate estimates of future states.

Assume a deterministic first order controller lag of the
following form:
S yd a 7 5 L
s+a e
-
3
where the input, a commanded change In pointing position - i
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denoted as &g, is the propogated estimate of the target’s
position &p(t;~). The output, &, is the actual change in
pointing position of the FLIR sensor. The controller lag is
assumed to model the time response of the controller
algorithm dynamics as well as time lags inherent in the
pointing servo. It is seen by the form of the lag transfer
function that, given a sufficlently long sample period for a
fixed controller time constant, the controller servo would
be able to point the FLIR sensor at the desired position.
However, long sample periods provide less frames of data per

second, which reduces filter performance.

4.4.1 POINTING CONTROLLER IMPLEMENTATION

The pointing command is the change in position on the
FLIR Image plane, from the current center of the FOV to the
propagated estimate of the target’s position on the FOV.
This command is modeled as a step input in both the x and y
directions of the FLIR plane. In the Laplace domain, the

output for a first order controller with a step input is:

&(s) a

8.(s8) s + a
where

0
0
i

controller commanded step change

W
[}

controller time constant
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& = control actually applied

The change in output position attained one sample peroid

after the commanded change of &§(t;,|) is received at time

ti, is then

8Ctisg) = 8oltisg) [1 - e-abt) (4-17) -l

where t is the sample period. The output of Equation
FE (4-17) is the actual movement of the FLIR sensor in the FLIR -
plane. However the filter is unaware of the true FLIR Zf’
position, assuming instead that the center of the FOV is 2?1
kj positioned at XpmmafC(ti+1”?- S
T The measurement relative to the FLIR center of view is

. then:

zZCtidg = [xpgCti™) + xaeCti™) + FCt I k-FppmasCtiey™) +(§(f§;

where the states are in absolute FLIR coordinates.

z(tj)) = measurement of the kth filter

xpt(ti”) = position due to true target dynamics

xpat(ti7)= value of the true atmospherics jitter state

pmmas(ti+1”) = propagated estimate of the dynamic states "
from the MMAF (pointing command) -

F(ti) = the error due to controller lags of the kth
filter

1
N
-
o)

-
!

The additional offset included in the measurement, r(t;), is

2.

v e
e
‘

interpreted by the filter as an error in the propagated

’
BRI

[ U LI

estimate of the states. The filter then adjusts the state
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estimate of the states. The filter then adjusts the state

estimates to account for the "additional error”, creating an

voeos
a e

actual error In the state estimate,.

-1
o
-
i
{
-
-. 1
-l
Kl

It should be noted here, that the model used in this

"',...,,~
W WA A
i

effort simulates a filter with measurments based on

'}

S

‘.,‘4
’ SlaTel,
VAPPSR B L,

coordinates relative to the FLIR FOV. If a filter based on
absolute FLIR coordinates, as described in Section 3.3.1,

were implemented, an estimate of absolute sensor position

. _m.

would be required to perform the shift operation used in
template generation.
The controller dynamics could be included in the filter
to provide the filter knowledge of the pointing errors.
This however would be at the expense of additional
.J. computation time. The objective of this study is to analyze
| the effects of pointing lags on a filter that assumes there

are none.

4.5 FILTER IMPLEMENTATION

As was discussed in Chapter 2, the MMAF i{s made up of a
bank of 3 elemental filters. Each filter 1s tuned for an
independent tracking scenario by varying the dynamics model
correlation time, Tpp, and parameter epp that determines the
dynamic driving noise @pp (described in Section 4.2), as }%}

well as the FOV.
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- The specific parameter values, for each filter, as

established by Loving (4] are presented in Table 4-1:

Table 4-1
Filter Trajectory FOV TOF opF2
1 Benign Small 3.5 1000
2 20 g Large 1.5 2000
3 10 g Small 1.5 1500

The FOV size corresponds to the size of the pixels used in

the filter’s FOV.

As was discussed in Section 2.3, a center 8 x 8 pixel

grid is padded by 8 rows and columns of data on all sides,
creating a 24 by 24 pixel matrix for performing the FFT’s.
For the small FQOV, the center 8 x 8 grid is made up of
pixels 20 micro-rads x 20 micro-rads. This inner frame is
padded with nolse-corrupted data to reduce the high
frequency effect of edges where the target image "spills
over®” the center 8 x 8 array (10,141,

The large FOV is created by taking the 24 x 24 pixel
matrix and using each 3 x 3 block of 20 micro-rads pixel to
form one "large” 60 micro-rad x 60 micro-rad pixel. The
intensity value of the “"small" 20 micro-rad pixels are
averaged to establish the intensity of the “"large" pixel.

Slince the correlation output is In terms of plxels, the

o

large FOV of variables must be adjusted by a factor of 3 in -
the filter algorithm. This is padded with zeros instead of

data when performng the FFT’s, since it is assumed that the

!
Lol
. [P
PO YOI W P e

D B S
. .

s
e e tataced
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target image is usually contalned well within the 24 x 24
array of pixels.

The filter contains a reacquisition cycle to allow
a filter which has lost track to reacquire the target. The
functlion of the reacquisition cycle is to allow an elemental
fllter whose errors are diverging to be brought "back on
line® to be used in the event it would provide an adaquate
“match®” to the observed target dynamics. For the Bayesian
MMAF, the divergent filter states reset to a combination of
the non-divergent filter’s states. Likewise the covariance
matrix is reset to a comblnation of the non-divergent
filter’s covariance. The conditional probabilities are left
at current values. For the MAP MMAF, the state and
covarlance of any divergent filter are reset to the current

MMAF values.

4.6 SUMMARY

This chapter has presented the linear Kalman
filter/enhanced correlator algorithm as was used in this
effort. The Kalman fllter equations consisting of the state
space model for propagation as well as the measurement
update equations have been discussed. The FLIR sensor
pointer/controller development and implementation has also

been included in this chapter.
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V. ALGORITHM TEST SET-UP

5.1 INTRODUCTION

This chapter presents the evaluation tools for the
Investigations made during thls effort. The first section
covers the derivation of the tracker error statistics.

The tracker state estimate errors are of primary intrest
in evaluating the algorithm’s performance. The next section
discusses the format of the performance plots which are the
main evaluation tool. The greyscales, discussed in Section
5.4, are used to gain ilnslghts into the tracker
characteristics. The uominal filter parameters are
presented in Section 5.5. The final section presents the
designation code used in the identification of the

performance plots in the appendices.

5.2 TRACKER STATISTICS

The tracker performance statistics were obtained by
means of a Monte Carlo analysis technique. Research
conducted by Harnly and Jensen [2,7,8), Flynn (11, and
Merclier (9,121, have shown that the sample statlistics
corresponding to ten Monte Carlo runs will exhibit
sufficient convergence to the actual error statistics of an

infinlte number of runs, that ten run Monte Carlo
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simulations are used throught this research. Tracking
simulations of five and ten seconds real time were
conducted, generating 150 and 300 frames of data at 30 Hz.

sample rate.

The sample mean errors of the filter estimates are

calculated as follows (161: ;ftx
8

.’“; ;.j

b

— N . N '
Egq(ti) = 1/N T [xgr(tid - xgek(tid) = 1/N T eggi(ti) .
k=1 k=1 (5-1) ',1

where ng

Egxq(ti) = sample mean error (i.e. ensemble average error

over all n simulations) in z-dynamics position B

at time t; T

Xq¢k(ty) = multiple model filter estimated x-dynamics value
at time t; for simulation k

Z3k(ti)> = truth model x-dynamics value at time t; for
simulation k

Ty -

eydk(tij? = error in x-dynamics position at time t; for
simulation Kk
& N = number of Monte Carlo runs

) :
b -
S The sample variance of the error is glven by: .
e2a2Ct) = [1/CN-101 I eyge(tyd - IN/C(N-11 Epg2Ct;) )
k=1 (5-2) {
4

Two filter error parameters are of special interest in the

g

evaluation. The firat is the error conmitted iIn estimating

« e

TR e
O )
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the target position. The second is the error committed in
estimating the centrolid of the target images on the FLIR
plane. Both parameter’s statistics are determined for the
propagation (t{~ or "minus”), and measurement update (t;* or

"plus®) estimates, In the FLIR x and y directions. The

errors are measured In pixels relative to the center of the
FOV, a pizel being 20 micro-radians on a side.

Temporal averaging was also conducted on the mean error

AR MR

and standard deviation time histories. Time averaging ffﬁ

provides a compact tabular evaluation of filter performance.

—

For trajectories one and two, the initial averaging was Ve

P}

conducted between t = 0.5 and t = 2.0 seconds. This time Tﬁ:
interval was choosen as to allow initial filter transients {;;
to die out, while not encountering the nominal minimum ;f.
range/maximum passing rate condition. This condition occurs 7:?
due to the target passing the sensor in the inertial x %;?
direction. A second temporal averaging interval was choosen ;%ﬁ
from t = 3.5 to t = 5.0 seconds for maneuvering %?i
trajectories. This interval allows most of the transients ii
due the to maneuver at t = 2.0 sec. to die out before ;;
averaging begins. Care must be exercized in Interpreting ;.;
the time average statistics, as misleading figures of merit

can result. For example, i1f the errors should follow a ramp ?{i

which reverses sign during the time interval, an AR
insignificant mean error will result. This could lead to ‘

the erroneous assumption that an unbliased estimate was being Sy
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generated by the filter. For this reason, the performance

plots and image greyscales are the major evaluation tocls in

this study.

5.3 PERFORMANCE PLOTS FORMAT

The graphical representation of the filter performance
plots provides a descriptive format from which to evaluate
the algorithm. The plots are of x- and y- dynamics state
mean error and x- and y~ centroid mean error, plus or minus
one standard deviation. Both propagated (minus) and upd~ted
(plus) error estimates are plotted. Figures 5-1 and 5-2
present the filter y- axis dynamic state estimates prior to
(minus) and after (plus) measurement update, plotted against
real time. At t=2 seconds, a 10-g pull-up maneuver begins.
The increase in filter error, seen shortly afterward, ls Que
to filter’s time response in adapting to the perceived
change in target trajectory. It is noted that the error
standard deviation is smaller for the "plus” estimate than
for the "minus”", demonstrating the expected reduction In
error after measurement incorporation. Flgure 5-3 presents
the y-axis true rms error plotted with the filter’s own
estimate of its y- rms error. The upper trace in this
figure 1s the filter computed rms error, with the lower
trace being the actual rms error. This plot is a good

indication of how well the filter is tuned. The Increased
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Error

Figure 5-3.
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actual error at approximately t = 2 seconds demonstrates the
increased filter error as a result of the maneuver. The
corresponding increase in fllter uncertainty is noted in the

filter’s computed rms error.

5.4 GREYSCALE

A greyscale is a pictorial display of an image in which

T;.,,, ey

shading of the image is used to indicate similar parameters.
In this effort, the greyscale figures present the 24 x 24
pizxel FOV, with either the target image or template
indicated by the shaded region. Here the "darker" shaded

regions indicate a higher intensity, the darkness of a pixzel

being defined by the fullness of a character i{n the

greyscale. For this effort the following scale applies:

Symbol indicates intensity units
0<I<S
5<I1<10
10€I<15
151<20

20<1<25

25<1<30
30£1<35
35¢I<40
40€1<45

I>50

AW XEO + )

A typical greyscale plot is presented in Figure 5-4. The
top array shows an offcentered target lmage. The Increased

intensity at the image center is vislible. Above the array,
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Figure 5-4. Greyscale Target Image and Template
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S the frame number and relative probabilities, py, are
presented, pi{, p2s, and p3 respectively. For this effort all
greyscales pertain to small pixels, 20-micro rads on a side.
It is noted that although the array is 24 x 24, the small
FOV comprise only the center 8 x 8 grid; the remalining
pixels are the FOV padding discussed in Chapter 3. The
entire array in the greyscale figures are of intrest for a

large FOV filter.

5.5 PARAMETER VALUES

In this effort many of the parameter values that appear
in the equations discussed in earlier chapters are varied to
identify their effect on filter performance. This section
defines the nominal values of these parameters used as a
baseline in this research. Most of these values are the
results of previous efforts, and In many cases were

established to provide the “"best"™ performance.

5.5.1 TRUTH _MODEL _PARAMETERS. The nominal initlal

conditions on all target trajectories In Inertial space are:

D R

1
Inertial position: x; = 5000m B

yr = 500m 2

zp = 20000m T

rq

x
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Inertial velocity: vgi = -1000m/sec

fyr =0 S

vzl = 0 o

v !’-' ‘l

£ -4

Inertial acceleration: agp = O. j
N S

ayI = 0 " 3 {

azr = 0 o

The maximum intensity, Inay, of each of the three 2

hotspots Is 20 intenslity units., The rms value of the

(spatially correlated) background and FLIR noises, vyij, used
in Equation (3-14), is one (intensity unit2). The
corresponding signal to noise ratio, S/N, is then 20. This
value is representative of many tracking environments

(2,7,81.

For a glint dispersion parameter of 2.0(pixels)2, and
aspect ratio of one, the resultant eigenvalues of the ng

dispersion matrix, P, iIn the target frame are both 2.0. The ﬁi'ﬁ

i atmospheric jitter rms value, |.e., the varlance of x, and R
} ya is .2¢pixels)2. These parameters define the truth model
q discussed in Chapter 3. T
¢
c "
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5.5.2 FILTER PARAMETER VALUES

As was dlscussed In Chapter 4, each elemental fllter
was tuned to provide the best individual performance agalnst
its specific trajectory. These tuning values are presented
in Table 4-1. 1In addition, the atmospheric noise variance
used here was .2(pixels)2, with an atmospheric jitter
correlation time, Tpp, of 0.07 seconds.

The initial hypothesis conditional probabilities are
0.98, 0.01, 0.01 for filters one through three,
respectively. The lower bound on these probablilities is
.001.

The ideal controller was used in the filter for all runs
except where stated. This controller assumes perfect pointing of

the FLIR/laser in less than one sample period.
5.6 DESIGNATION CODE

To facilitate identification of the simulation
parameters in the performance plots, a deslignation code was
established. This code consists of 3 major sections, as

presented below:

T2 G10 C.995
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1. Trajectory Type (T1,T2,T3,T4; see Section 3.6)

2. Maneuver g level (10, 20); this identifier is eliminated

for trajectory |

3. Parameter identifier; this identifier assumes nominal
parameter values where an identifler is not : &
specifled. The # symbol following an identifier ffﬁ
indicates a numerical field defining the parameter ;ﬁ;;
value. ot
b 4
N - Nominal; nominal filter parameters as discussed in o
Chapter 4. 2
RS
IF - Simulation of an independent x- and y- channel vi
MMAF, as discussed in Section 6.2.1. 3
She
NUM - Shifting of the filter initial conditions to alter if
the filter’s numerical processing to establish ffil
performance sensitivity in the area, as discussed f:lg
in Section 6.2.1. ::¥
b i
C# - Non-ideal controller simulation. The numerical 7*?
field identifies the value of r(a), of Equation ?;f
6-1). s
r
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AR# - Aspect ratio sensitivity simulation; see Section

6.6.1.

i S/N# - Signal to nolse sensitivity simulation:;

see Section 6.4.

Z0# - Inertial initial z coordinate. The following

numerical field identifles Zy, In kilometers.

NI - New image; redefined image to prevent FOV

saturation; see Section 6.5.

RF - Filter retuned to improve performance for an off-

design condition; see Section 6.5.

SA - Saturated target image; see Sectlons 6.5, 6.6.1, &

7.2.4.

BL* - Base line; Simulations with the "x" identifler have
the "BLx" simulations for a baseline. Identifiers
after the "x" in a designation code present -

variations from the baseline.

MD - Multiple dispersion hotspots; see Section 6.6.2.

I L TR
OO R

................
.....
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IC - Inappropriate initial conditions applied to the
filter to demonstrate robustness to handoff

parameters at tgp.

SPN - Increased separation of the hotspots in the target

frame; see Section 6.6.2.

For exanmple, following the designation code, the label;

T2G10MDxSPN

indicates a trajectory two, 10-g simulation with multiple
dispersion hotspots, with a baseline simulation identified
by %, with the variation on that baseline being an

increased hotspot separation In the target image.

5.7 SUMMARY

This section provided the tools used in the simulation
to evaluate the tracker performance. The designatlion code
used for quick identification of the performance plots is

also included.
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VI. ALGORITHM INVESTIGATION

6.1 INTRODUCTION

This chapter describes the investigations conducted to
evaluate algorithm characteristics, robustness, and
sensitivity to parameter change. The analysis of these

studies are also included in this chapter.

6.2 BIAS INVESTIGATION

Results of previous research encountered several
unexpected biases and apparent rampings of the dynamics and
centroid position error statistics [(4]1. To identify and
correct these effects iIf appropriate, initially an indepth
checkout and rewrite of the simulation software was
conducted. Several software discrepancies were identified
with at least one direct impact on simulation results. The
rewriting and checkout of the software provided for an
increased level of confidence in the simulation. The
remaining unexplained results were investigated, assuming

them to be a legitimate characteristics of the filter.
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6.2.1 X~CHANNEL RAMPING

Research conducted by Loving (4] demonstrated a
significant apparent ramping of the mean, plus or minus one
standard deviation, in the x- dynamics errors and xz-
centroid errors committed by the filter. The maneuver
initiation at t = 2 seconds generates a strong acceleration
in the FLIR y- direction but only a minor deceleration along
the FLIR x- direction, along which the velocity is
predominantly directed. For this reason the substantially
degraded performance in the FLIR x- direction was not
anticipated. Figures Al through A6 show the baseline
x-channel propagated estimate i(ti'), (the minus indicating
the estimate prior to measurement incorporattion) for a five
second simulation. The ﬁ(ti+) estimate (the plus indicating
after measurement incorporation) results show ldentical
trends. Qualitative analysls shows the ramp slope to be of
decreasing magnitude with a decreasing maneuver turn rate.
It was not possible to determine qualitatively if a slight
ramping exists in the trajectory one five-second simulation
performance plots (Figures Al),

Numerical processing can easily be the dominant error
source in a standard Kalman filter implementation [5). Since
the filters are implemented in absolute coordinates (as
discussed in Chapter 3), as the x- estimates increase in

magnitude, the small difference of large numbers could cause
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problems with numerical precision. In order to investigate
this possibility, the initial conditions on the true and
filter-assumed position states were changed. The new
initial conditions force the large absolute coordinate
processing to occur at the beginning of the simulation,
where previously no significant ramping occurred. Figure A7
shows a trajectory two simulation with a 20-g sustained turn
rate. As can be seen from this figure, no variation in the
x- channel ramping is apparent as compared to Figure A5. It
is concluded that numerical processing is not a significant
contributor in the x- filter errors. This result is
included here as additional validation to the simulation.

To define the apparent ramping better, the simulation
was extended to ten seconds. Figures A8 through A19 present
the x- channel extended simulation performance plots for
trajectories 1| and 2, with both 10-g and 20-g cases for
trajectory two. As is clear from the trajectory 1 plots
(Figures A9 through 11), the ramping does not exist in the
trajectory one simulation. From this result it is concluded
that the ramping is a result of the sustained maneuver.

This result iIs also implied by examining Figures A12 through
A15 and Al6 through A19, which qualitatively show the
ramping beginning at t=2 seconds. Examination of the
trajectory two, 20-g simulation (Figures A16-A19) shows a
leveling off of the filter error beginning at approximately

t=7 seconds. This implies a steady state error or maximunm
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overshoot has been reached, rather than an unbounded ramping
process. Examination of the centroid error (Figure 2A19)
shows the leveling off to occur at approximately t=6.5
seconds. Since the measurement (centroid position) is the
sum of the positions due to dynamics, atmospherics effects
and noise, the estimate of the centroid position must
improve (at the direct measurement level) before
improvements can be expected in the states xp or xp
Individually. This would be realized by a leveling off of
the centroid error prior to that of the dynamic states.
This, in fact, Is the result indicated by Figures Al7 and
A19. Close study of the trajectory two, 10-g dynamics plots
(Figures A13 and Al4) does not provide conclusive results as
to whether a steady state error bias has been reached.
However, the centroid errors (Figure A15) does show leveling
off beginning at approximately t=8 seconds. This implies
that the dynamics position error is expected to reach steady
state at approximately t=8.5 seconds based on the 20-g
observations. Figures Al14 and A15 support this rationale.

It is observed that for the 10-g simulation the steady state
error 18 less in magnitude and Is reached at a later time
than that for the 20-g case. Supporting the conclusion that
the ramping is due to the sustained maneuver, are the
trajectory three, 10-g simulation results (Figures A20 -
A22). Figure A20 shows the x- dynamic errors beginning to

ramp as the maneuver begins at t=2 seconds. At t=3.5
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seconds, the maneuver ends and the error returns to ;E
approximately zero mean. Thls is confirmed by the centrold Ej
performance plot in Figure A21. ;&
The mechanism largely responsible for this effect is 5}
linked closely to the MMAF tuning. When the maneuver begins :‘
at t=2 seconds, the y- FLIR component of the true target i
velocity undergoes large relative changes. The MMAF then i
adaptively "retunes” itself in an attempt to track the :!
target. Speclifically, elemental filter two (the wide FOV :f
. filter) attains a hypothesis conditional probability orders };
k: of magnitude above the other elemental filters. During this i:
- time, the true velocity change in the x- FLIR direction is i;
| rather benign. The x- FLIR trajectory is best matched by ;i
filter one’s tuning. However, since the MMAF ls driven to :'
predominantly fllter two by the fllter two y- channel i;
residuals, the MMAF i{s significantly mistuned for the xz- E;
FLIR channel. This mistuning results in poor state g:
estimates, causing the increase in error. This effect is fj
demonstrated by simulating the x- inertial flight path for a
20-g trajectory 2, while the y- inertial coordinate perfornms f;

a trajectory one flight path. The results of this

simulation are presented in Figures A23 through A26. A

reduction in error in excess of 50% at t=5 seconds is
reallzed due to the MMAF belng relieved of the task of

tracking a highly dynamic y~- channel; allowing the MMAF to

A
I RN

perform adaptive tuning specifically for the x~ channel.
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The remalining error is conjectured to be a result of the

inadequacy of a linear filter dynamics model for this

application.

6.2.2 Y- CHANNEL RAMPING. Extending the simulation to ten

seconds, as discussed in Section 6.2.1, showed a divergent

! ramping in the y position estimates for t>5 seconds. This
L; divergence is not due to the inertial maneuver, as can be
seen in the trajectory one performance plots in Figures A27
through A30. Trajectory one shows a more severe divergence 4
‘j than is seen with trajectory two 10-g or 20-g cases; with . .
{. the 20-g case having the least divergent trends. It is i;a

noted that in the absence of inertial maneuvering, the FLIR

SN

h ‘. plane sees an accelerating target, due to FLIR/target e
geometry. The 20-g performance plots are presented In

Figures A31 through A34. In all cases the filter has

*knowledge® of the reduced performance, reflected In Its l:f]
computed error covariance matrix, as can be noted from the
true RMS errors versus actual RMS error plots, Figures A27 f%ﬁ

and A31. The initial hypothesis about the cause of this T

effect, linked the divergence to the minimum range crossover
point, which occurs at t=5 seconds. However, simulation

with a crassover point at 8 seconds showed no variation from

B

the y- errors as seen In the previous figurecs. Examination

of a nominal simulation greyscales plot time history

)

Co- S, L. e -
S st tatu e e .

Aot
PR

identifles oscillations of the target image, and template,

L L
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in the y FLIR direction at various time intervals throughout

the entire simulation. It is conjectured at this point that
the divergence is due to an instability which grows slowly
enough not to be significant until t>5 seconds. The cause of
this instability is conjectured to be model inadequacies
encountered by using linear filter models for dynamics that
would be better represented with a nonlinear model such as a
constant turn-rate model (1!,16]. It would be worthwhile to
corroborate this conjecture by implementing a nonlinear
dynamics model. This was not accomplished in this effort in
order to perform higher priority analysis on the correlator
/linear Kalman filter, before changing the structure of that

algorithm.

6.3 NON-IDEAL CONTROLLER SIMULATION

The pointing controller is responsible for positioning
the FLIR sensor in preparation for incoming measurements,
and simultaniously pointing the line of sight along which
the laser energy will be sent. The commanded movement
RCti41 dmmags 15 ideally to be accomplished in one sample
period, or less. In mechanical systems, inertial effects,
servo lags, and backlashing can cause significant time
delays, resulting in pointing errors. This section
investigates the results of the tracking algorithm with a

first order lag pointing controller implemented as discussed
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in Section 4.4.

6.3.1 Investigation Tracking performance was evaluated for

a variety of controller time constants, a, in Equation

(4-17). Trajectories one and two (with 10-g and 20-g turn

rates) were investigatcd. In order to attach more physical

,
s el

neaning to the controller time constant, Equation (4-17) is

rewritten as

output(t;) = 8.(t;) - rdad (6-1)
where

the commanded movement of the FLIR sensor ﬁjgf

= (%Ct;7) - %Ctio17) Ippaf -

the fraction of the commanded movement that o
the output will realize .4

rca)

= 1-e-34t :;j

output(tj) = the amount the FLIR sensor will actually R
move. [

For a fixed filter period, r(a) indicates the percent of the
commanded movement which can be accomplished in the sample
period for the given system time constant. This study used ;~4

a filter sample rate of 30 Hz.

The lower bounds for rca) was established at 0.90, with
the corresponding a = 69.08, i.e., with lag time 1/a = s‘

0.0145 seconds. The system response modeled here is

. . oL .
Y L A

sufficlently slow as to provide x- pointing errors which

cause the target to appear outside the FLIR FOV, within one F'ﬁ
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sample period. Values of r(a) between 1.0 and 0.90 were then

investigated. The test points are presented in Table 6.1 3
Table 6-1 i
Controller Test Points RO

L
a 1/a rca) Trajectory 2 Turn Rate (g’s) e
§ 1.0 10 .
] 186.438 .0054 .998 10 T
: 102.534 . 0098 .967 10 o
» 89.8719 L0111 .95 10 o
i 89.8719 .0111 .95 20 o
P 77.708 .0129 .925 10 R
r 77.708 .0129 .925 20 e
69.08 .0145 .90 - Rt

b

Selected performance plots from the cases of Table 6-1 are
presented in Appendix B. Performance plots which provide no
additional insight are omitted in order to keep the analysis fl;
tractable.

Inspection of the r¢a) = .998 simulation shows
no significant variation in performance from the case
without controller time lag effects, as can be seen in
Figures B1-B7. Figures Ai through Al5 present nominal
performance for comparison. The next test point, r(a) =
.967, demonstrates slight reduction in performance during
the maneuver. Figures B8-B13 present the performance plots
for this case. The increased error in the x- channel is
evident in the increased slope of the error mean + one sigma

(Figures B8-B10). The y- channel error increase is seen in

the maximum overshoot at the onset of the maneuver, as well jﬁ:




L
o as the ramping of the error for t>3 seconds. &;;
;. - The ability to track the target prior to the maneuver :f
tl with no apparent error bias or ramping is also evident from 5;3
.i the figures. To Investigate this robustness for t 2 EEE
: seconds, the greyscales of the target image and template are : :
;" presented in Figures 6~1 and 6-2. Figure 6-1 presents the :
- target image at frame one. The image is centered here since
an ldeal handoff from the acquisition phase to the tracking
phase Is assumed. The lack of a template image for this rf
frame is noted, since there is no measurement prior to frame
one. For subsequent frames the target image is offset due ;}ﬁ

to imperfect pointing of the sensor, as is evident by Figure
6-2, corresponding to sample 40, at t = 1.33 seconds. Close
- \ study of the frames of data in this time interval provide :-;
o valuable Insight. Flrst, the MMAF dynamic state estimates v
in both x- and y- FLIR directions are very good for tg 2
seconds. This indlcates the pointing offsets are not being oLy
interpreted by the filter as a propagation error. This

conclusion is further substantiated by observing the target

image and template of the corresponding time interval.

]
!
Ak

Figure 6-2 is the grayscale for the rda) = .95 simulation,
40th frame, and is characteristic of all the frames of data

for t{ 2 seconds. As was previously noted, the target Image

Is offset from the center of the FOV. Figure 6-2 shows that et

the template, formed by centering these offcentered images :jg.
-‘ “.\

and performing temporal averaging, is clear, well defined, f?f
r

e ek
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RELATIVE PROBABILITIES = -9800, .0100, .0100

FRAME NUMBER = 1
123456789012345678901234

OO~ DL W »—

- 10 -=-
A 11 ~++0%0+~
A 12 +Ox ¥ XX %~
13 +0XX$Xx~-

| 14 -“4+0%xX%x+=
\ 15 ——t4-

123456789012345678901234

Figure 6-1. Greyscale Target Image, Prior to 4
Template Formation o
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i
RELATIVE PROBABILITIES = .3678, .0306, .0016
FRAME NUMBER = 40
- 123456789012345678901234
1
i :
: 3
. 4
‘ 5
N 6
i 7
: 8
9
10
11 ——ttt=
12 -+%x%X%0~
E 13 -0%808 x~
14 -+xX8$X0-
15 -+0%0~
16 -
17
18
] 19
20
21
22
23
24
. .. ll23456789012345678901234
2
3
4
o]
6
"] 7
8
9
10 ————
11 -+hXk+
B 12 -+xX08 %~
» 13 ~0X808 %~
' 14 +0x%%0-
19 R 2 X X0
16
17
18
19
L 20
21
22
23 )
2 2‘.E‘igm:e 6-2. Greyscale Target Image and ;“#
‘ - Template, Non Ideal Controller -
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and centered. This indicates that good estimates of
ﬁ apparent centrold position were supplied to the shifting
operation, as defined in Equation (4-6). If poor apparent
centroid estimates were made, the resulting templates would
i appear as smeared or stretched, which is clearly not the
case in Figure 6-2. This template characteristic is
described in detail in Section 6.5. Stated another way,
E with the target image signiflcantly offset from the center
' of the FLIR FOV, in order to form consistently correct
intensity functions (templates), the filter estimates of the
Lj target apparent centrolid must be accurate. Examination of
- the propagated centroid errors show no significant error in
the propagated estimates of the apparent target position,
i ‘. for all test points, t{ 2 seconds. This leads to the

conclusions that the fllter propagated and updated estimates

LA

- of the centroid are accurate. Since the dynamic state is

Ii estimated accurately for this time interval, the conclusion
is drawn that the offset is interpreted by the filter as
being due to atmospheric jitter, and that these states now

estimate the sum of atmospherics and the pointing offsets.

®

‘ The filter’s interpretation of the polinting offsets as
errors in the atmospheric jitter states rather than as

] errors in the dynamics model provides robustness by

4

maintaining nominal tracking performance In the presence of
unknown pointing errors, for all test cases, in the interval ;ﬁﬁ

- 0 {t{ 2 seconds.
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The 10- and 20-g trajectory 2 performance plots for rta)
| o = .95 (Figures B14-B26) show a different trend in the filter
error for t>2 seconds, as compared to results from the rda)
= 0.967 case. In both the 10 and 20 g, r(a) = .95 cases,

I the increasing x dynamics error takes a dramatic change
shortly after the maneuver begins, that was not in the rca)
= .967 results. This large change in the filter errors is

. due to the target image moving significantly off the small
FOV, resulting in the large FOV elemental filter abruptly
assuming the highest py(ti) value. The different dynamic

B models in elemental filter one (small FOV) and elemental

filter two (large FOV), causes the different state estimates

apparent in the error shift. Inspection of the x- centroid

plots for the 10- and 20-g r(a) = .95 case indicates a

constant blas has been reached (Figures Bl19 & B25). Flgure

6-3 shows the greyscale for r«a) = .95, frame 130. The
. greyscale resolution Is insufficient to determine if the
' template is being smeared slightly. It is concluded that
the filter is unable to obtain sufficiently precise state
estimates to allow for performance comparable to that prior
' to the manuever. No additional insights are gained from the T
r(a) = .925 case; for this reason the results are not Elé
presented. 1 ¢
R v 11
9
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6.4 SIGNAL-TO-NOISE RATIO SENSITIVITY ANALYSIS

In order to assess the filter’s sensitivity to signal-

to-nolse ratio (S/N), a series of simulations were conducted

with various values of S/N. The filter was not provided

knowledge of the S/N change, since the measurement nolse

varitance, R, is assumed constant in both the truth and

fllter models. Trajectory 2, with 10- and 20-g turn rates,

was choosen to evaluate both maneuvering and non-maneuvering

performance. The nominal three-hotspot target was used with

parameters defined in Chapter 5. The various values of S/N

were created by altering the maximum intensity of each of

the hotspots. The signal to noise ratio is defined in this

effort as the ratio of the maximum intensity, of each

individual hotspot, Iyay, with the FLIR measurement nolse

standard deviation, ¢,, as seen in Equation (3-15). Since

on = 1.0 for this effort, the S/N is simply the value of

It is polnted out here that, since the intensities

Imax-
for the three hotspots are additive where the intensity

profiles overlap, FLIR pixels with intensities greater than

IMax are possible. For this reason, the results of this

section should be used for trend information only, rather
than an absolute indication of performance capabllities.

6.4.1 RESULTS. The performance plots for the S/N

sensitivity analysis are presented in Appendizx C. The

results are rather uneventful, showing a gradual reduction
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in performance as S/N is reduced. This reduction in
performance is seen as an increase in the mean error and
standard deviation in the x- and y- FLIR positions. The y-
channel sees an increase In the maximum transient error due
to the maneuver, and a steady state blas at the lower values
of S/N. Time averaged error statistics can be useful for

this analysis, and are presented in Tables 6-2 and 6-3.

Table 6=-2
Time Averaged Statistics (mean * o)
Error (Pixels) for .5 to 2.00 Seconds

S/N 8- &t 9 A g

20 .021 ¢ .441 .014 + .392 -.017 * .390 .019 + .339 10
10 .015 + .452 .023 + .400 =-.003 + .385 =-.004 + .332 10
5 .056 + .482 .064 + .427 -.016 + .398 -.017 + .344 10
2 .156 + .714 .168 + .659 .015 + .544 .019 + .481 10
2 .156 + .714 .168 + .659 .015 + .544 .019 + .481 20
1.25 lost track 10

Table 6-3
Time Averaged Statistics (mean + @)
Error (Pixzxels) for 3.5 to 5.0 Seconds

S/N 'S I 9= ot g

20 .301 + .454 .227 + .386 -.101 + .507 .040 + .461 10
10 .330 + .469 .255 + .404 -.105 + .485 .033 + .438 10
5 .395 + .502 .321 + .433 -.,047 + .554 .090 + .505 i0
2 .532 + .773 .462 + .714 -.148 + .693 -~-.005 + .579 10
2 1.198 + .779 .958 + .700 -.261 + .629 ~-.001 + .565 20
E:25 lost track 10

The decrease in performance as S/N is reduced, is evident
from Tables 6-2 and 6-3. At S/N = 1.25 the filter lost

track, which invalidated the time averaged statistics. The
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reacquisition cycle allowed for continued trackiag,
providing the "low" S/N performance as seen in the i
performance plots, Flgures C30 - C37. This results is
consistent with previous research where the the filter was
shown to loose lock on the targets with S/N between 1.0 and
1.5, even in single hotspot scenarios [(10,14,16].

As the S/N is reduced, the filter’s ability to identify
the target image from the background and FLIR measurement
nolses is impaired. This is evident in the filter tuning as
seen in the filter-computed -vs- actual rms error
performance plots. Figures Cl, Cl4, Cl15, C2t, C30, and C31 ;%
show that, as S/N is reduced, the actual RMS errors begin to
increase above that of the filter- computed RMS errors.

This indicates that the "filter is not looking hard enough
at the measurements® (5] or, as in this case, cannot get
enough information from the measurements, indicating the
tuning is not optimal. The low S/N causes the true
measurment variance to increase, creating the mistuned
condition. Academically speaking, if one wanted to retune
the filter for a reduced S/N, it would be necessary to
increase the measurement error variance, R, in the elemental
fitlters. Since thls algorithm does not estimate R, the
filter has no way to self dlagnoslis its Inappropriate
measurement error varlance. The results herein demonstrate .

a moderate robustness for S/N equal to or grea*er than 2.

'
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6.5 TARGET RANGE FROM SENSOR/PIXEL SIZE SENSITIVITY

e e e e e e e e gt i

ANALYSIS

The target range from the sensor can affect the
filter’s performance. Several issues come into play as
range is reduced. First, FLIR plane velocities and
accelerations increase. Filter performance may be reduced
if the filter design point tuning is inadequate for the more
severe FLIR plane dynamics. In addition to mistuning, the
reduced range increases the size of the target image on the
FLIR plane. As the target image Increases in size, filling
the FOV, the measurement update capability is reduced due to
a partial loss of the target image.

Analogous to this effect is the issue of pixel size.

By decreasing the slize of each plxel in a fixed FOV array,
the image size is increased, giving the impression the range
has been reduced. The resultant dynamics appear less benign
as the pixel size is decreased as well, like the case of
actually reducing the range.

6.5.1 Investigation. In order to examine the MMAF’s
sensitivity to range, a series of simulations with
trajectories that remain parallel to the x; - y; plane were
conducted, reducing the inertlal z- coordinate, zy from the
nominal value of zy; = 20,000 meters. The filter was
provided no knowledge or retuning to adapt to the parameter

change. Trajectory one was used primarily, to remove
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effects due to the maneuver, simplifying the tracking task.
Trajectory two performance was also investigated to identify
the algorithm’s ability to track maneuvering targets at
close range. In some simulations, an incorrect initial
condition was introduced to the fllter to study the filter’s
robustness to poor initial acqusition parameters. The
filter’s initial conditions are assumed to be provided by an
acquisition phase, which is not within the scope of this
effort. For simulation purposes, the filter’s initial
conditions on target position and velocity are obtained by
projecting the respective true initial lnertial vectors onto
the FLIR image plane (assuming perfect handoff from the
acquisition phase). The acceleration initial condition are
obtained by differencing the true FLIR velocities over the
first two sample periods, and dividing the difference by the
sample period. The results are presented via performance
plots, in Appendix D. Figures D1 - D6 shows the performance
plots for zp = 15,000 meters. The simulation was given the
FLIR nominal acceleration initial conditions for zjy = 20,000
meters. The mismatched initial condition are evident in the
z- error channels (Figures D1, D2, and D5). The incorrect
initial acceleration propagates error down into the position
states, as can be seen for t{l sec. The y acceleration
inftial condition does not introduce significant position
error here, as the acceleration error is negligible. The

results show a good recovery and nominal tracking,
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indicating a robust filter for this off design condition.
Filter robustness is further demonstrated by the zy = 10,000
meters test point presented in Figures D7 - D12. The same
acceleration initial conditions were provided to the filter

as for the previous case. The initial transient here |s

more severe, as can be seen in the x channel plots (Figures
D7, D8, and D10). This is due to the relatively larger
error in the initial conditions. ;
The simulation was also conducted using trajectory 2,
with a 10-g turn rate. As can be seen from the x- channel
results, Figures D13, Di4, and D17, the filter errors are
very similar to the nominal case, with the exception of the
initial transient due to the poor initial conditions. In
‘. the y- channel however, an approximately 70% larger error
transient due to the maneuver commencing is observed.
Additionally, a bias of approximately 0.5 pixels is noted,
beginning after the transient (Figure D15). It s s
conjectured at this point that the reduction in performance
is due to the mistuning at the off design point.

The filter’s robustness at zy = 7,000 meters is tested

| U
4

again by introducing the FLIR acceleration initial
conditions for zy = 20,000 meters. Here the x- acceleration
error is a factor of 11.5 times that of the true initial
inertial acceleration. Although the fllter x- error
transient is severe, the MMAF does recover by virtue of

elemental filter two's dynamics and wide FOV. The results
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for this simulation are presented in Figures D19 - D23. The
trajectory 2, 10-g simulation for zy = 7,000 meters was
conducted with an improved Initlal estimate of the FLIR
acceleration. The estimate was obtained from the change in
the true velocity over the first two frames of data, as
discussed previously. As can be seen from Figure D24 - D3i,
the improved initial accelerations aided the filter
performance significantly, however the filter was not able
to maintain a non-biased x- position error for t{2 seconds
(Figures D26, D27, and D30). Shortly after the start of the
maneuver (t=2.25), an approximately 1.25 pixel shift in the
mean error Is observed in the x- dynamics (minus) estimate.
This was caused by a sudden shift of the hypothesis
conditional probabilities, px(tj), to weighting
predominantly elemental filter two, which was maintalning a
different vector of state estimates. A similar effect is
again observed at approximately t=3.9 seconds, where the
MMAF, which had once again predominantly weighted elemental
filter one, shifts suddenly back to filter two. Figure D24
shows the x- true verses the filter rms errors plot. The
plot shows the filter rms errors remain slightly greater
than the true errors, implying an adaquate choice of the
filter’s dynamic driving noise, @pr. In the y- channel, a
142% increase in the maximum overshoot, as compared to the
nominal (z;=20000 meter) case, due to the maneuver

initiation is noted, followed by an approximately .66 pixel
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bias in the y dynamic minus error estimate (Figure D28).
Figure D25 presents the y- true versus the filter-computed
rms errors. Here as in the x- channel, the plot indicates
adequate QpfF tuning for the off-design condition.

A zy = 5,000 meters, trajectory one, 10-g simulation was
also conducted. Figure D32 shows the true versus
filter-computed rms error plot for this case. As can be
seen, true error grows rapidly, exceeding the filter rms
error. This indicates the filter is inadequately tuned for
the harsh target dynamics projected onto the the FLIR plane,
at this range. At least one filter In the bank must be able
to maintain lock on a target conducting the harshest (but
reasonable) maneuver possible as seen at the minimum usable
range, or else the bank of filters is deficient, and the
MMAF cannot possibly maintain lock. The degraded
performance indicated in Figure D32 is apparent in the
x-position error plot of Figures D33 and D34. The fllter
lost track during this scenarlio.

The results for the 5,000 meters case raises an
important issue. Is the poor tracking performance due to
improper tuning, even possibly inadequate models; or is the
filter not getting enough information from the measurement

update because measurements are poor? Figure 6-4 shows a

typlcal measurement during the simulation. As is observed,
the image fills the small FOV’s 8 x 8 array, not allowing

the fllter the entire target image for correlation. To
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Figure 6-4. Greyscale Target Image and .8
Template, z = 5 km SR
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investigate this Issue, a single hotspot simulation
generating a small enough image to fit well In the small
FOV, was conducted for the 5,000 meters case. Fligure 6-5

shows the target image used for this simulation. Results of

this case are presented in Flgures D37 -~ D39. Examination

! of Figure D37 indicates an improvement in the x-
measurements by the reduction in the true rms errors.

iﬁ Figures D38 and D39 show Ilmproved x- position estimates as a
result of these improved measurements. The improved

performance verifies the hypothesis that the target image

size saturates the FOV, degrading the measurements. To
investigate If fllter tuning ls an issue for thls case, the
single hotspot run was repeated with a retuned bank of
filters. Each filter’s dynamics noise variance, epp, in the
@pfF matrix defined in chapter 4, was increased by a factor
of four, and fllter one’s time correlation constant for
dynamics reduced from 3.5 to 2.5. The resultant performance
is Indicated in Figures D40 - D42. Flgure D41 shows a
decrease in tracking error relative to the previous case,.
The most substantial enhancement in performance is noted in
the update estimate of position, Figure D42. This lis
expected since the higher filter dynamlics model variance
more accurately accounts for the larger ampllitude maneuvers.
A large increase in error is noted iIn the last second of the
simulation. It Is conjectured to be due to the limited

adequacy in the "fixes" made in the iast two cases. The
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i
reduced target/sensor range seen in the later portions of ﬁé-
i T the simulation results in more severe FLIR plane dynamics, :
as well as an increse in the slze of the target image. It
is noted that the minimum range crossover point is reached
i at t = 5 seconds. Fligure 6-6 shows the single hotspot image
at t=4 seconds. It is noted that the small FOV is filled.
No additional insights were provided from the y- performance
E plots. They are not presented for this reason. It should

be noted that the retuning of the MMAF is not presented as

an optimal tuning. Although the true rms errors versus ]
. filter-computed rms errors indicate a well-tuned MMAF ;*EJ
LJ (Figure D40), it may be more appropriate to examine the true §?4
rms errors versus the filter-computed second central moment
errors. This plot typically provides tuning insights where
biases due to nonlinearities are present [(6]1. Figures D40 - ',1
D42 demonstrate that limited performance benefits can be
realized by retuning. Insignificant performance variation -f?
was realized iIn a simulation in which the filter’s dynamic
model variance was increased to eight times the nonminal
value. However, as mentioned in Chapter 2, the addition of
pseudonoise in the filter’s dynamics model in an attempt to -9

retune the elemental filters can result in a blurred T

distinction between the estimates and residuals based on

different models. For this reason, it 1s conjectured that a -
limit on filter performance based on the elemental filters j{i
A

used In thls effort, has been reached. It would be qu
Fo Y

T

3

J

)
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necessary to evaluate MMAF performance, with a dedicated
elemental filter tuned specifically for a close range
scenario with harsh dynamics, before statements on the

adequacy of linear filter dynamics models can be addressed.

6.6 TARGET SHAPE INVESTIGATION

The purpose of this section is to identify filter

tracking characteristics for various target image functions.

This was accomplished by conducting simulations with

specific target image shapes and qualitatively evaluating

tracking performance. This study should not be considered a

conclusive target shape sensitivity analysis, but rather an
investigation of tracker characteristics and trends.

6.6.1 High Aspect Ratio Targets. An investigation into the

effects of high aspect ratio target images on tracker
performance was conducted. Aspect ratio and other target
image parameters are defined in Section 3.5. Test points

used for this study are found in Table 6-4.

Table 6-4
High Aspect Ratio Target Test Points
Hotspot
Case Trajectory AR %pvo # Hotspots Position

(target frm)

nominal 1 1.414 3 10.5epy, ley
1 2/10 g 5 1 2 +2.5epy
2 1 10 .707 2 $2.%epy
3 1 .2 5 2 *+2.5epy
4 2/10 g 5 .55 2 t1.0epy
-104-
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Case one involved an elliptical target shape with the :,fi
semi~-major axls along the velocity vector. Flgure 6=-7 shows :

the target image greyscale at t=5/30 seconds and t=150/30 =

5 seconds. The inclination of the target image due to the

maneuver is noted in Figure 6-7(b). The performance plots

for this case are presented In Figures El - E6., The x-
channel plots (Figures El1, E3, E4) show very poor tracking
characteristics, with the filter losing lock slightly after j ;

the maneuver begins. The large error shift at t=2.1 seconds

i
L
)
I
N
»
:

is the reacquisition cycle resetting the MMAF after the loss 3 ﬂ
of track. Figures E5 and E6 show a lesser y- channel :‘;
degradation in performance by a larger-than-nominal ;jﬂ
transient followed by a bias. The template and measurement i?i

greyscales were used to gain insight into the reduced

performance. From Figure 6-7 it Is noted that the target :}3
image extends beyond the small FOV array, in the x- FLIR %q
direction. The measurement update obtained from this Image i':
creates poor state estimates, which in turn causes poor o
propagated state estimates. Case two was conducted to

ll1lustrate this effect. Figure 6-8 shows the initlal -

centered target image and template. The "longer"™ target is
used to induce larger errors to amplify the mechanism. With g~ﬂ
- the target image filling the x- FOV, the fllter‘'s ability to » 4
Fl correlate between thc template and target image is impalred.

The result is poor x- state estimates. These errors prevent

proper image centering when forming the next template. The

o Lo
lacaalaaa Al
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ST temporal averaging of non-centered target images causes the
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template to be stretched or smeared. This ls evident in
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Figures 6-9 through 6-11, which show the simulation results

e
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from case two. The Figure 6-9 greyscale, (t=.5 seconds),

.
' % b
W P

i
-

shows the target image walking off the FLIR image plane

(A AR

while the template maximum intensity has been stretched
toward the right. The deformed template prevents the

algorithm from efficlently correlating the target image and

C o -, .
' . o .

the template, impairing the filter from improving its
estimates. In addition, it was observed that, if the

algorithm can achieve some stability (but bias as well) in S

[ s
,"
u

the tracking of the target image on the FLIR plane, the
template will form offcentered, corresponding to this image. T;fb
‘. This mechanism can be see In Figures 6-10, t=1 second, and

Figure 6-11, t=2 seconds. The resultant performance is seen
in the steady state x- errors, presented in Figures E3 and R
E4. ol

The counterpart to case two was simulated in case three.
Here an ellipse with the semi-major axis in the y FLIR

direction is used. Exzamination of the greyscales showed

that again the image, "walked off" from the center of the

FOV, with its offcentered template. Figures E7 and E9 show fé
nominal x- channel tracking for trajectory one. The y- .:;
channel position errors shown in Figure E10 indicates E;
substantially degraded performance. It Is noted from the };E
true rms versus fllter-computed rms error plot, (Flgure E8), iik
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that the filter was not aware of its degraded performance,
which was not the case In the previous test case. As a
result, the reacquisitlion cycle was not used and the steady
state error not realized until late in the simulation as
seen in the y- position error plot in Figure E10.

To assess the fllter’s ablllity to correlate the high
aspect ratio target shape function without the penalty due
to overextending In the FLIR plane, case four was conducted;
case four utilizes a target image that fits “"well” into the

small FOV. Figure 6-12 shows the target image and template

for t=5 seconds. Agaln note the inclination in the image
due to the maneuver. Flgures El1l1 - E16 show the performance
plots for this case. A degradation in performance is noted
in the y- channel as a larger transient due to the maneuver.
Both the x- and y- channels exhlbit a blas after the
begining of the maneuver. However, case four shows a
significant lmproved performance as compared to case one.
This agaln identifles the effects of too large a target
image or too small a FLIR tracking window on the state

estimates. A slightly reduced abllity to track high aspect

ratio targets !s noted when image extension beyond the FOV

boundries is not a factor.

6.6.2 Multiple Dispersion Hotspots. This section

1
investigates tracker performance against a multiple hotspot, ' ]
-
multiple dispersion target image. The dispersion of a AR

hotspot image defines the spatial spread or gradlient of the }lf
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Figure 6-12. Greyscale Target Image and
Template, High AR case 4
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o hotspot intensity; analogous to the covariance, in a fﬁ%

LR R U

bivariate Gaussian probability density function. For this é

K~

study, a two-hotspot target model, each spot having a

different dispersion matrix, was used. The effect on the

N .

"l

target image is to create a more distinctive target shape by
?l incorporating a steep intensity gradient hotspot, with a
;' nominal hotspot. To this end, the following 2-dimension

rE target frame dispersion matrices were used: T

Py = {2 o ; P, = [0.2 o0
0 2 o 0.2

where In terms of the notation of Section 3.4, =

and Py is the nominal dispersion matrizx P. Note both
hotspots have circular constant-intensity contours.
Tables 6-5 and 6-6 present the time averaged statistics ;ﬁj
for a trajectory 2, 10~-g simulation for this case. The
first entry is a two-hotspot nominal dispersion baseline.

The second presents the multiple dispersion hotspot results.

| A A
1

Table 6-5 Trajectory 2, 10 g; Two Hotspots
Error (Pixels) from Time .5 to 2 Seconds

-
re v

Dispersion % gt e §*
Py = P, ~-.014+.444 =-.002+.389 -.026+.385 -.028+.332
Py = 10P, .056%.449 .063%.395 .014%+.388  .013%.336

,,
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Table 6-6 Trajectory, 10 g; Two Hotspots
Error (Pixels) from Time 3.5 to 5 Seconds

Dispersion ' gt v (Al
P, = P, .307+.464 .232+.401 =-.455+.425 -.321+.368

P; = 10P, .455+.466 .383%.397 -.460+.466 ~-.311%.366

From Tables 6-5 and 6~6, it is apparent that although a
decrease in performance is perceptible for the multiple
dispersion case, the degradation is insignificant. This
result is confirmed by comparison of the performance plots
in Figures E17 - E20,(two hotspots with Py = P3), and
Figures E21 - E24 (P;=10P3). The result implies the
algorithm is capable of correlating the more distinct,
complex shape function encountered here, with little
difficulty, resulting in insignificant performance
degradation

In order to define each hotspot more clearly on the
FLIR image plane, the hotspot separation was increased by a
factor of 5. This reduces the overlapping of the individual
hotspot intensity functions, causing a more distinct,
complex shape functions. The performance of the tracker
agalnst this target showed slignificantly larger errors, in
the form of an imediate ramping of the errors for t)> O.
This result 1s presented in the performance plots of Figures

E25 - E28. This result is not surprising. As the hotspots
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become more distinct, changes in the target shape functions
E ' due to changing target/sensor geometry are more
i distinguishable. This results in correlation problems with
i the slower changing template, resulting in increased state
i estimate errors. This effect was also observed In
simulations in which a single dispersion matriz was used for
both hotspots, where hotspot separation caused a distinct,
E complex, changing shape function.
6.6.3 Target - Decoy Experiment. For many years targets
have employed flares or chaff, as decoys to defeat infra-red
L; sensors. This sectlion presents an experiment in a sudden
4

dramatic change of the target image, to simulate such a
flare or chaff release. It should be note that this section
is not a tactical decoy sensitivity analysis, but an
experiment to provide insight iInto tracker characteristics.
The experiment consists of tracking a single hotspot
target for one second. The target is performing a
“trajectory one® flight path. Figure 6-13 shows the target
image and template during this time. At t=1 sec., a second
hotspot Is turned on, "behind" the centered target image.
This simulates the release and subsequent ignition of a
flare or chaff. The second hotspot is identical to the

first, except that the maximum intensity is a factor of 2

greater. Once the second hotspot is turned on, the 2
hotspots are separated in the FLIR y direction to simulate

the target movement away from the chaff. Flgure 6~14 shows
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Figure 6-13. Greyscale Target Image and
Template, Target/Decoy Experiment
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the target image and template at t=1 second. Figures 6-15
through 6-18 present sequential target images and templates,
showing the tracker’s reaction to the changed shape
function. As the greyscale presents, the tracker
immediately shifts off the target toward the centroid of the
two hotspots (Figure 6-16). Template realization of the
second hotspot, which now corresponds to the target, is slow
due to temporally averaging essentially zero intensity in
the corresponding pizxels prior to the chaff release. This
is compounded by the target/decoy relative dynamics,
shifting the target’s image toward the edge of the FOV as
the algorithm predominantly tracks the decoy (Figure 6-15).
As the state estimate errors increase, the template’s
predominate Image becomes smeared due to inaccurate
centering of the new measurement image (Figures 6-17 and
6-18). The tracker ultimately locks onto the decoy,
allowing the target to move off the FOV. Figure 6-18 shows
the results for t=2.0 seconds; the tracker is locked on the
decoy, with an appropriate template. The Monte Carlo
performance plots of the experiment are presented in Figures
E29 through E34. Figures E31 - E34 show the Iimmediate
divergence of the position errors at the release of the
decoy. The apparent x- channel recovery shown in Flgures
E31 and E32 is misleading. The reduction in error is a
result of the target/decoy mechanism employed in the

simulation. The target has moved “underneath” the decoy on
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Figure 6-14. Greyscale Target Image and
Template, Target/Decoy Experiment

-119.




ﬂ
1
L |

K
R
4
4
p
-
L

_________ Fldirt i ettt et A Jaai it s 4 I M- At MRy - - A Aar e 4 S A ANC I A S At 1 A S A A Rurn At e an A o e B Ah Arde A AR fed A

wr v o7
s e

T 4
)T

Lw

o
y
p e
r
S
L.
I
’> .
0

RELATIVE PROBABILITIES = .0395, .0010, .9595 e
FRAME NUMBER = 33 e
IMAX = 60.000 L

123456789012345678901234 L

WO~ A WD —
»

+hk~
10 - *x##0
11 +%+ 08a+
12 0%0 -0+
' 13 -+-

123456789012345678901234 s

11 -- o
12 -00+-- .
13 “Ok4=== '
14 ---

—
O
ke o

1 Ve .
e e e e
AR |

S OIS L A IR

Figure 6-15. Greyscale Target Image and
Template, Target/Decoy Experiment e
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Figure 6-16. Greyscale Target Image and
Template, Target/Decoy Experiment
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the FLIR plane, resulting in the reduction of x- channel

errors. The error reduction was In no way achieved by the P
tracker. Flgures E29 and E30 show the x and y true verses t;
actual rms errors. These plots indicate the filter is {ﬂ;
unaware it is tracking a decoy. f"
6.7 SUMMARY

This chapter has presented the Investigatlions and ‘
analysis conducted tc evaluate the three-filter Bayesian
MMAF tracker algorithm. A summary of the results along with 2
the conclusions drawn from the analysis of this chapter, are -f
presented in Chapter 7. -
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VII. CONCLUSIONS AND RECOMMENDATIONS

7.1 INTRODUCTION

This chapter summarizes the observations and
conclusions drawn in Chapter 6. Insights from each
investigation are combined to form conclusions of the
overall algorithm characteristics. Recommendations for

tracker evolution and further investigation are included.

7.2 CONCLUSIONS

7.2.1 Bias Investigation. The x- position bias errors

presented in Figures A3 and A5 are a result of the algorithm

tracking a target performing a high=-g, constant turn rate
maneuver. The apparent ramping is, in fact, an error
transient, prior to reaching a steady state bias. The
simulated maneuver is more severe than would exist in an
anticipated tracking scenario. The step input of 10-g or
20=-g accelerations places a high demand on the filter,
while a reduced transient would be expected with a more
realistic maneuver. A major cause of the bias Is the MMAF
mistuning the x=- channel. In order to maintain lock on the
highly dynamic y- channel transient, the MMAF adaptlively
tunes to predominantly elemental fllter two, l.e., the wide

FOV filter tuned for harsh maneuvers. This MMAF tuning is
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not suited for the relatively benign x- channel dynamics,
resulting in reduced tracking performance. Results show
that over 50% of the bias in the 20-g trajectory two
scenario, is due to this mistuning. This motivates the
concept of Individual x, y channel, multiple model adaptive
filtering, allowing adaptive filtering for the x and y FLIR
channels independently. However, this approach would be
computationally more burdensome, requiring twice the
residual monitoring. The remaining bias is attributed to ”‘i

the inadequacy of the linear dynamics model for very harsh ]

.4
target dynamics. This motivates the consideration of an O
b -
extended Kalman filter, to allow for the nonlinear, constant kﬁf%
turn rate dynamics model [7], while still maintaining the fj

linear measurement update formulation via the enhanced "fEE

i
correlator. T

7.2.2 Non-Ideal Controller. Investigation of filter i
performance with first order lag pointing errors showed the Eﬁ;i
algorithm to be robust to dynamic lags, within the Eif
limitations of the modeled FOV. This robustness is
attributed to the atmospheric states absorbing the pointing EET
errors, allowing the dynamics states to ignore the Li;
controller error, for relatively benign target trajectories. _fj
A moderate degradation in performance was noted for highly ?
dynamic targets. However, the tracker was able to maintain ; 1

lock on a 20-g maneuvering target. The limiting factor in

the study was the size of the FOV. With sufficiently slow

Y
RENE
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controller dynamics, the target image is not maintained in
the small FOV. For the FOV used in this effort, the filter
immediately lost track when r(a) <.90, where r(a) is defined
in Equation (6-1)., This motivates investigation of a larger
FOV for an elemental filter tuned for benign dynamics. In

addition, it would imply that a pointing reacquisition cycle

would be advantageous, to bring back on line filters which
EE have lost track due to pointing errors, and recenter the

| target image on the FOV. It is noted that the reacquisition
cycle discussed in Chapter 3 assumes the FLIR sensor is

k4 instantaneously pointed at the new state estimate. This

! assumption is not valid for the non-ideal controller. To

compensate for the controller lags in the reacquisition

cycle, it may be possible to adjust the commanded control by
the amount 1/rca). By purposely commanding (1/r(a)] &., the
actual control (the output as seen in Equation (6-1)) is
changed to equal to the desired control, &.. This
compensation would require some type of estimate of the
controller lags. It is reasoned that, even without a FOV
size limitation, a sufficiently slow system would cause
filter divergence. This would be as a result of the
pointing errors becoming so large as to prevent the
atmospheric states dynamics model from propagating adequate
estimates.

Although tracker performance did show a certain amount

of robustness, filter knowledge of the controller dynanmics

lllll'.
PR .
a s s a e b o
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on performance specifications and controller system
dynamics. Increasing the measurement noise variance may
provide an ad-hoc method to compcnsate for the controller
errors, without requiring addition computation. The
pointing errors term, as seen in Equation (4-18), could be
incorporated into the measurement noise, v(t;), allowing the
measurement equation to be written in the form of Equations
(4-10) and (4-13).

7.2.3 Signal to Nolse Ratio Sensitivity. The S/N

sensitivity analysis showed a smooth decrease in performance
with decreasing S/N, from S/N = 20 to 8/N = 2. By reducing
the S/N a factor of 10, the mean error increased less than
1.0 pizel in the FLIR x- and 0.2 pixels in the FLIR y
coordinate, during a steady state, sustained 20-g maneuver
(with initial velocity mostly in the x- direction and the
maneuver acceleration predominantly in the y- direction).
Equally as important, the maximum standard deviation
increase was approximately .33 pixels and .1 pizels in the
FLIR x and y coordinates, respectively, under the same

conditions. The standard deviation is significant as it is

necessary to deposit sufficlent laser energy within a
specific region on the target to achieve a reasonable

probability of kill, and not "paint” the target. An

]

¢ g

Inherent weakneéss in the enhanced correlator/linear Kalman R
filter is the larger nominal tracking error standard Gij
‘-~_‘:-_*

deviation relative to the extended Kalman filter [4,16]. Low ‘E:
.

- —

2
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standard deviation magnitudes and sensitivity are essential

if this algorithm is to remain a viable alternative tracking

. algorithnm.

¢

g 7.2.4 Target Range from Sensor. Robustness analysis

F showed that the MMAF maintained track, for handoff initial

accelerations a factor of 11.5 in error, at ranges of 8,600

; meters, with nominal tuning as described in Section 5.5.

* This result implies thal a highly accurate velocity or

. acceleration acquisition handoff is not necessary. This

softens the requirements on the acquisition algorithm.
Performance analysis of tracking targets at various

inertial crossing distances demonstrated a gradual reduction

in performance as zj was reduced from 20 km to 7 km, for

both benign and 10-g maneuvers. At 5 km crossing range the
algorithm lost track. The mechanism behind the reduced
performance and eventual loss of track is two-fold. First,
the increased size of the target at close range, saturated
the small FOV. The saturated FOV prevents adequate
correlation between the target image and the template. This

result is not surprising. The sizing of the FOV must take

into account the target image size relative to the FOV. A
second, and more pressing result is the inadequacy of the

elemental filter dynamics model used In this effort for

close tracking scenarios. The limited performance beneflit -

gained by retuning the elemental filters indicates a ;i

performance limit may have been reached. The addition of Eﬁi
K

RN
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more pseudo-noise in an attempt to improve tuning is not
considered a viable approach, for the reasons presented in
Chapter 2. This motivates the addition of a another linear
elemental filter, specifically tuned for the extremely harsh
maneuvers encountered in the close tracking scenarios.
However, in light of the retuning attempts made in this
effort, It may be necessary to include a nonlinear dynamics
model In the MMAF algorithm, in order to improve performance
in close range tracking scenarios.

7.2.5 Pixel Size. Analogous to range from sensor, is the

issue of pizxel size. Results of thls effort clearly
establish the degraded performance associated with
saturation of the FOV. To aveid this with a fizxed number of
pixels, It is necessary to size each pixel large enough to
provide good image shape for correlation. An additional
benefit in an increased pixel size is the resulting FLIR
plane dynamics are more benign. On the other hand, larger
pixels have reduced resolution, since the intensity is
averaged over the larger pizxel area. This results in
reduced performance, due to poorer correlatlon. This is
evident In the signiflcantly reduced performance reallilzed
when the target image extends outside the center 8x8 pizxel
array into the outer frame, so that filter performance
becomes more dependent on an elemental filter with a large

FOV composed of pixels with poorer resolutlion.
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7.2.6 Target Shape Investigation. Results from the high

i aspect ratlio simulations show a slight degradation in
performance for tracking target images with aspect ratlos as
high as 5, while the target image image does not saturate

i the small FOV. The degraded performance is realized in the
coordinate along the semi-major axis of the ellipse and is a

result of less accurate correlation along that direction.

E The performance degradation s severe 1f the semi-major axis
extends over the entire FOV, saturating a FLIR coordinate
direction. The resultant poor state estimates cause a

- smearing or stretching of the template due to the

4

non-centering of successive frames of data, in the
formulation of the template. A steady state bias is formed
in many cases when sufficient stability of the tracker
allows time for the stretched, offcentered template to
reform, emulating the apparent target image. 1If the
ellipticity is sufficilent to prevent saturation in the
semi-minor axis FLIR plane direction, the corresp.nding
channel will produce nominal state estimates, provided that

the saturated channel does not "walk" the image off the FOV.

The template smearing or stretching mechanism was also
observed in non-elliptical target image simulations. Poor
target centroid position state estimates as a result of

; target dynamics or rapidly changing shape functions are the
prerequisites for this effect.

- It i1s desirable to define the result "FOV saturation”.

K
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Simulations in which the center 8 x 8 "small FOV" was fully
populated with pizxel intensities, providing no edge to the
shape functlon, clearly displayed degraded performance.
However, it must be noted that the center 8 x 8 array is
padded with the corresponding data and nolse, extending the
8 ¥ 8 array to 24 x 24 pixels for FFT generation, for the
small FOV filters. However, the frame surrounding the
center 8x8 array is composed of pizels with significantly
lower resolution as compared to the center array. It should
be noted here, that the poorer resolution in the padding
pizels are a result of the FLIR sensor modeling in the truth
model. This should not be confused with the reduced
resolution of the larger pixels, used in the wide FOV
elemental filter. Results show that performance is
significantly reduced where target/template correlation
involves the outer frame pixels. As a result, the FLIR
saturation ls defined as the condition where the FOV is
unable to display well defined, perceptible edges in the
target image. For the FOV used in this effort, this
requires the target image to be well within the center 8x8
"small® FOV array for elemental filter one or three
tracking.

Simulation results also provide insights into more
complex shape functions. The results from multiple
dispersion hotspots showed insignificant performance

degradation as compared to the two hotspot baseline case.
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This is significant since actual multiple hotspot target
intensities functions rarely have similar gradients
surrounding all intensity peaks. A signiflicant performance
degradation was noted when the individual hotspots were
separated sufficiently to define individual intensity
gradients better. This is due to the dramatic target image
changes that are realized as the target/sensor geometry
changes. With the larger hotspot separations, even the same
slow angular rates can yield more dramatic changes in the
image. The template, with its temporal smoothing formation,
reacts too slowly to allow adequate target image/template
correlation. Thus, with larger hotspot separations, the
temporal averaging of a target undergoing angular
orientation changes causes greater impairment of a well
resolved target image template that might well match the
target shape without the distortions caused by averaging.
This result was observed In multiple and singular dispersion
simulations. Adjusting the smoothing constant to allow for
faster template dynamics should be done carefully.
Discounting previous measurements prematurally defeats the
noise rejection function of the smoothing algorithm. This
result should be taken into account when establishing pizel
resolution, and a tracking range design point. Too much
detail, with sufficient separation, can result in a target
image with a highly dynamic shape function, impairing

correlation. This could establish a minimum tracking range
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in addition to model adequacy discussed in Section 7.2.4.

7.2.7 Target~Decoy Experiment. This set of simulation

results displays the tracker’s indifference to the target in
order to track the hotter decoy. This implies the
correlation algorithm "prefers to fit" the current template
into the hotter of the two images. As the template begins
to acknowledge the second hotspot, the MMAF appears to track
the centroid of the two images. However, the target/decoy
dynamics cause the hotspots to separate, preventing the
inclusion of both in the FOV. At this point, the MMAF
rejects the target image for the decoy. It is noted that the
template "behaved” as desired, rejecting for the most part
the formation of a second hotspot, maintaining an
appropriate shape function estimate. The "weak link" in
rejecting the decoy is clearly the correlator. This result
is disappointing. It had been hoped that, after tracking
the target successfully for 30 frames, the filter would
reject the second hotspot as noise because of its different
dynamics and intensity shape function. This experiment
indicates a viable means of defeating the tracker.
Investigation into this problem is warranted. An additional
problem scenario which is implied by this result is that of
tracking multiple targets which would co-occupy the same

FOV. These results motivate a smaller FOV. The inability of

L il a sed wd b et A

the algorithm to reject a large hotspot Implies the aeed for
isolating the target image as much as possible. In ,
.
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addition, it may be possible to reject the decoy by the use
of artificial intelligence concepts. Information supplied to
the algorithm, based on a study of the residuals and image
characteristics, could provide a means of logically and

consistantly rejecting chaff or other countermeasures.

7.3 RECOMMENDATIONS

The following recommendations are made as a result of

this effort.

1. Assess performance tradeoffs for individual x, y

channel multiple model adaptive filtering.

2. Assess the performance tradeoff for implementing an "
extended Kalman filter with a nonlinear dynamics model
(constant turn rate) [7} and linear measurements. This r
formulation would not require the high computational :1;

loading associated with nonlinear measurments [10,14].

o e
ool B

3. Perform a close range tracking scenario performance %g*

tradeoff. This analysis should include: fii

s ‘i
ll i. benefits of nonlinear constant turn rate "

dynamics model

>

!

P

]
-
—
" »
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Y PR
RS O 8 ]
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ii. optimal tuning of the current algorithm to

evaluate If @pp scheduling as a function of range i

e,

»,
0 3
Dcdocd

is feasible. Thls could be accomplished with

W

1, 500
Ak

Vo
*¢

sparse actlve sensor data to supply range and and

b
L._'-‘ 2

possibly range rate, to identify the appropriate

4pF.

1il. the addition of an elemental filter tuned
speciflcally for the close range scenario with

harshest expected target maneuvers as seen at that

1
?

range

iv. investigate alternative trackers such as the

. . - N . S . v N
e e

extended Kalman filter formulation (16]

NN
v. effect of multiple hotspot definition and A
T
separation at close ranges ;Y
Conduct an indepth target/decoy sensitivity analysis.
Tracker sensitivity to the following parameters should
be investigated: B
i. decoy intensity, shape, and size
ii. separation from target during decoy lgnition ??f
f11. tracking time prlor to decoy release :ﬁi
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iii. tracking time prior to decoy release

h iv. analysis of image and/or residual characterstics
that might be useful to distinguish between true
targets and decoys, perhaps by invoking A.I.

' concepts. :

{ 5. Incorporate an additional filter, with a wide

[

i, FOV and benign dynamics model. This filter could be
used as an acquisition filter as well as aid in tracking

{ performance.
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F \e BIAS INVESTIGATION 3

The figures contained in the following appendices
(A through E) use the designation code described in
Section 5.6 .
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Figure A22 Performance plot for T3G1ON
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Figure A32 Performance plot for T2G20N
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Figure B10 Performance plot for T2G10C.967
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Figure B16 Performance plot for T2G10C.95
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Figure C3 Performance plots for T2G10S/N10
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Figure C5 Perforamnce plots for T2G10S/N10
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Figure C6 Performance plots for T2G10S/N10
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Figure C7 Performance plots for T2G10S/N10
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Figure Cl1 Performance plots for T2G10S/NS
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Figure C15 Performance plots for T2G10S/N2
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Figure C16 Performance plots for T2G10S/N2
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Figure C18 Performance plots for T2G10S/N2
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Figure C19 Performance plots for T2G10S/N2
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Figure C20 Performance plots for T2G10S/N2
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Figure C21 Performance plots for T2G10S/N2
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Figure C22 Performance plots for T2G20S/N2
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Figure C23 Performance plots for T2G20S/N2
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Figure C25 Performance plots for T2G20S/N2
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Figure C26 Performance plots for T2G20S/N2
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Figure C27 Performance plots for T2G20S/N2
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Figure C29 Performance plots for T2G20S/N2
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Figure C30 Performance plots for T2G10S/N1.25
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Figure C32 Performance plots for T2G10S/N1.25
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Figure C34 Performance plots for T2G10S/N1.25
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Figure C35 Performance plots for T2G10S/N1.25
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Figure C36 Performance plots for T2G10S/N1.25
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Figure C37 Performance plots for T2G10S/N1.25
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Figure D3 Performance plots for T1ZO15IC

e a4

L™ R
o
o

HWOIS (-/+) NOILISOd SNANIW-A O31UWILSA




............
..........................
.....................

. . B
......
......................
................................................

N e Sike Bl el Sl A Al Al

(33S)13IWT1
00°9 00°S 00"v 00°¢ 00°¢ 00°1 00°0

: ov°0- 08°0-
d0yy3 -

0% "0
(873

-
<3
<;;
-]
——3
/
7
=
=
00
X1
Figure D4 Performance plots for T1Z015IC
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Figure D7 Performance plots for T1Z015IC
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Figure D10 Performance plots for T1Z105IC
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Figure D11 Performance plots for T1Z015IC
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Figure D12 Performance plots for T1Z010IC
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Figure D13 Performance plots for T2G10Z01lOIC
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Figure D14 Performance plots for T2G10Z010IC
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Figure D15 Performance plots for T2G10Z010IC
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Figure D17 Performance plots for T2G10Z0101C
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Figure D19 Performance plots for T1Z07
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Figure D20 Performance plots for T1207
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Figure D22 Performance plots for T1Z07
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Figure D23 Performance plots for T1Z07
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Figure D24 Performance plots T2G10Z07
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Figure D26 Performance plots for T2G10Z07
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Figure D28 Performance plots for T2G10ZO07
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Figure D29 Performance plots for T2G10207
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Figure D30 Performance plots for T2G10Z07
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Figure D35 Performance plots for T1Z05
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Figure D36 Performance plots for T1205
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Figure D38 Performance plots for T1ZOSNI
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Figure D41 Performance plots for T1ZOSNIRT
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Figure D42 Performance plots for T1ZOSNIRT
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Figure El1 Performance plot for T2G10ARSSA
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Figure E3 Performance plot for T2G10ARSSA
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Figure E4 Performance plot for T2G10ARSSA
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Figure E6 Performance plot for T2G10ARS5SA
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Figure E7 Performance plot for T1AR.2SA
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Figure E8 Performance plot for T1AR.2SA
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Figure E9 Performance plot for T1AR.2SA
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Figure E10 Performance plot for TI1AR.2SA
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Figure E12 Performance plot for T2G10ARS
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Abstract

\

Previous studies at the Air Force Institute of
Technology have led to the development of a multiple model
adaptive filter (MMAF) tracking algorithm which provides
significant improvements in tracker performance against
highly~-dynamic airborne targets, over the currently used
correlation trackers. A forward looking infra-red (FLIR)
sensor is used to provide a target shape function to the
tracking algorithm in the form of an 8 ¥ 8 array of
intensities projected onto a field of view (FOV). This
target image measurement is correlated with an estimate of
the target image, a template, to produce linear cffset
pseudo-measurements from the center of the FOV, which are
provided as measurements to a bank of linear Kalman filters,
in the multiple model adaptive filtering (MMAF) structure.
The output of the MMAF provides the state estimates used in
pointing the FLIR sensor, and generating the new target
image estimate. This study investigates the characteristics
of this algorithm in order to evaluate lts performance
against various target scenarios.
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